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Abstract—This paper is devoted to turbo synchronization, that
is to say the use of soft information to estimate parameters like
carrier phase, frequency offset or timing within a turbo receiver.
It is shown how maximum-likelihood estimation of those synchro-
nization parameters can be implemented by means of the itera-
tive expectation-maximization (EM) algorithm [1]. Then we show
that the EM algorithm iterations can be combined with those of
a turbo receiver. This leads to a general theoretical framework
for turbo synchronization. The soft decision-directed ad-hoc algo-
rithm proposed in [2] for carrier phase recovery turns out to be a
particular instance of this implementation. The proposed math-
ematical framework is illustrated by simulations reported for the
particular case of carrier phase estimation combined with itera-
tive demodulation and decoding [3].

I. INTRODUCTION

THANKS to the turbo codes, the performance of coded
transmission systems has never been so close to the Shan-

non limit. On top of that, the associated idea of iterative decod-
ing has more recently been extended to other receiver functions.
This led to the so-called turbo principle which enables to per-
form suboptimal joint detection and decoding in a number of
transmission configurations, through the iterative exchange of
soft information between soft-input/soft-output (SISO) stages.
See [4] for a review of some existing turbo receivers.

In addition to detection and decoding, a receiver has also to
perform synchronization i.e. to estimate a number of parame-
ters like carrier phase, frequency offset, timing offset... Syn-
chronization for turbo receivers is an even more challenging
task since such systems usually operate at low SNR values. In
this context, it is relevant to try using the available soft infor-
mation provided by the turbo detector to help the synchroniz-
ers. This approach will be referred to as turbo synchronization
in the sequel. The idea has already been applied in a number
of contributions. References [2] and [5], for instance, propose
to combine soft decision-directed carrier phase estimation with
turbo decoding. In [6] a carrier phase recovery method em-
bedded in the MAP decoder and exploiting the extrinsic infor-
mation generated at each iteration is reported. However, these
schemes do often not rely on any theoretical basis.
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The purpose of this paper is to give a mathematical interpre-
tation to turbo synchronization by means of the expectation-
maximization (EM) algorithm [1]. Such an algorithm has been
applied to various problems. In [7] for instance, the missing
data is modeled by a Markov chain and the EM algorithm is
used for channel and noise variance estimation in combination
with optimal BCJR-based detection. This latter approach has
been extended to turbo receivers in [8] (see also references
therein) and [9] for channel and noise variance estimation in
CDMA and MIMO context respectively.

In the present paper we will focus on the specific problem of
synchronization. Section II will give a general formulation of
iterative ML estimation of unknown parameters in the presence
of nuisance parameters by means of the EM algorithm. The
particular issue of synchronization for digital data-modulated
passband signal will then be addressed in section III. This im-
plementation will be extended to the turbo context in section
IV by showing that the EM algorithm iterations (for parame-
ters estimation) can be combined with those of a turbo receiver
(for symbol detection/decoding). This will lead to a general
theoretical framework for turbo synchronization. In particular,
it will turn out that algorithms introduced in an ad-hoc fashion,
such as the blind soft-decision directed carrier phase synchro-
nizer recently proposed in [2], actually corresponds to a par-
ticular instance of the general scheme proposed here. In order
to illustrate the mathematical considerations, simulation results
will be provided in section V for the particular case of carrier
phase recovery in a bit-interleaved coded modulation (BICM)
transmission system with iterative demodulation and decoding
at the receiver [3].

II. ML ESTIMATION IN THE PRESENCE OF A NUISANCE

VECTOR

Let r denote a random vector obtained by expanding the re-
ceived modulated-signal r(t) onto a suitable basis and let b
indicate a deterministic vector of parameters to be estimated
from the observation of the received vector r. Assume that r
also depends on a random discrete-valued nuisance parameter
vector a independent of b and with a priori probability density
function p(a). The problem addressed in this section is to find
the ML estimate b̂ of b that is to say the solution of

b̂ = arg max
b̃

{ln p(r|b̃)}, (1)
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where

p(r|b̃) =
∫

a
p(r|a, b̃) p(a) da (2)

and b̃ is a trial value of b. Most of the time there is unfortu-
nately no analytical solution to such a problem. In this case
one has to use iterative numerical methods in order to find the
solution of (1). One of these iterative methods is referred to as
the expectation-maximization (EM) algorithm.

Using the formalism of this algorithm, let us set r as the
incomplete data set and z � [r,a] as the complete data set. The
EM algorithm states that the sequence b̂(n) defined by

Q(b̃, b̂(n−1)) =
∫

z
p(z|r, b̂(n−1)) ln p(z|b̃) dz (3)

b̂(n) = arg max
b̃

{Q(b̃, b̂(n−1))} (4)

converges under fairly general conditions [10] towards the ML
estimate (1). Using now the Bayes rule and taking into account
the independence of a and b we may write

p(z|b̃) = p(r,a|b̃) = p(r|a, b̃) p(a|b̃) = p(r|a, b̃) p(a).

Substitution of this result into (3) yields

Q(b̃, b̂(n−1)) =
∫

a
p(a|r, b̂(n−1)) ln p(r|a, b̃) da

+
∫

a
p(a|r, b̂(n−1)) ln p(a) da. (5)

The second term in (5) does not depend on b̃ and does not affect
the maximization operation in (4). It can therefore be dropped.
So, for the particular case of parameter b estimation in the pres-
ence of independent nuisance vector a, the Q-function has the
following structure

Q(b̃, b̂(n−1)) =
∫

a
p(a|r, b̂(n−1)) ln p(r|a, b̃) da. (6)

The solution of (1) can then be found iteratively by only us-
ing posterior probabilities p(a|r, b̂(n)) and the log-likelihood
function ln p(r|a, b̃).

III. EM ALGORITHM AND SYNCHRONIZATION

In this section we will apply the general framework of the
previous section to the particular case of synchronization for a
digital data-modulated bandpass signal. In this context, the nui-
sance parameter vector a contains the values of the K unknown
transmitted data symbols (a0, a1, ..., aK−1) ∈ AK where A
is the constellation alphabet. The parameter vector b to be es-
timated contains the channel gain A, the symbol timing τ , the
carrier frequency offset ν and the phase offset θ. For the sake
of simplicity we will consider an AWGN channel in the sequel.
The baseband received signal r(t) can then be written as

r(t) = A

K−1∑

k=0

ak p(t − kT − τ) ej(2πνt+θ) + w(t), (7)

where T is the symbol period, p(t) is a unit energy square-root
raised-cosine pulse and w(t) is complex-valued AWGN with
power spectral density 2N0.

Neglecting terms independent of b, the log-likelihood func-
tion ln p(r|a, b̃) present in (6) can be written as

ln p(r|a, b̃) = −2Ã Re{
K−1∑

k=0

a∗
k yk(ν̃, τ̃) e−jθ̃}

+ Ã2
K−1∑

k=0

|ak|2, (8)

where

yk(ν̃, τ̃)
�
=

∫ +∞

−∞
r(t) e−j(2πν̃t) p(t − kT − τ̃) dt.

Let us define for each transmitted symbol ak

ηk(r, b̂(n−1))
�
=

∫

a ∈AK

ak p(a|r, b̂(n−1)) da

=
∑

a ∈A
ak p(ak = a|r, b̂(n−1)), (9)

ρk(r, b̂(n−1))
�
=

∫

a ∈AK

|ak|2 p(a|r, b̂(n−1)) da

=
∑

a ∈A
|ak|2p(ak = a|r, b̂(n−1)). (10)

Using these definitions and replacing ln p(r|a, b̃) by (8) in (6),
we get

Q(b̃, b̂(n−1)) = − 2Ã Re{
K−1∑

k=0

η∗
k(r, b̂(n−1)) yk(ν̃, τ̃) e−jθ̃}

+ Ã2
K−1∑

k=0

ρk(r, b̂(n−1)). (11)

Due to the particular structure of Q(b̃, b̂(n−1)) the synchro-
nization parameter joint maximization problem of (4) leads to
a partially decoupled solution

[ν̂(n), τ̂ (n)] = arg max
ν̃,τ̃

{|
K−1∑

k=0

η∗
k(r, b̂(n−1)) yk(ν̃, τ̃)|} (12)

θ̂(n) = arg{
K−1∑

k=0

η∗
k(r, b̂(n−1)) yk(ν̂(n), τ̂ (n))} (13)

Â(n) =
|
∑K−1

k=0 η∗
k(r, b̂(n−1)) yk(ν̂(n), τ̂ (n))|

∑K−1
k=0 ρk(r, b̂(n−1))

. (14)

Note that thanks to relations (9) and (10) the a posteriori
average values ηk(r, b̂(n−1)) and ρk(r, b̂(n−1)) can be com-
puted from the marginals p(ak|r, b̂(n−1)) only. In other words,
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Algorithm 1:

1 b̂(0) = b0;
for n = 1 → N do

2 Reset turbo system;
3 repeat

Perform 1 turbo iteration;
until soft information convergence;

4 Computation b̂(n);
end

for the particular case of synchronization for a digital data-
modulated bandpass signal, the implementation of an iterative
ML estimation algorithm only requires the evaluation of the
marginal posterior probabilities p(ak|r, b̂(n−1)). As we will
see in the next sections, this important feature makes EM-like
algorithms well-suited to synchronization in turbo receivers.

IV. EM ALGORITHM AND TURBO-SYSTEM

Since the advent of turbo-codes, the turbo principle has re-
ceived a lot of attention. Many simulation results tend to
show that turbo receivers can reach iteratively ML performance
on information bit estimation. Consequently, although never
proved, one usually assumes that a turbo receiver can pro-
vide, after convergence of the iterative process, soft informa-
tion which equals channel symbol posterior probabilities. We
will adopt the same assumption in the sequel.

As shown in section III, the estimation of synchronization
parameter b via the EM algorithm only requires the knowledge
of marginal posterior probabilities p(ak|r, b̂(n−1)). This makes
synchronization via the EM algorithm and turbo receivers com-
plementary since the marginal probabilities needed by the first
one can be provided by the second one. This leads to the turbo
synchronization algorithm described in Algorithm 1. N de-
notes the number of performed EM iterations. Step 2 means
that extrinsic information in the turbo receiver is reinitialized to
zero at each EM iteration. Step 3 means that the turbo system
will iterate until soft information reaches a steady-state value.
These last operations enable to assume that the soft informa-
tion provided by the turbo receiver will be a good approxima-
tion of marginal posterior probabilities p(ak|r, b̂(n)). Step 4
is simply performed by resolving (12), (13) and (14). Note
that this agorithm will dramatically increase the computational
complexity as compared to a perfectly synchronized receiver
since the turbo system is required to converge at each EM iter-
ation.

In order to deal with such a problem we propose the approx-
imate implementation described in Algorithm 2. The turbo
system is no longer reinitialized and only one turbo iteration
is now performed at each EM iteration. In other words, the
synchronization iterations (EM algorithm) are merged with the
detection/decoding ones (turbo receiver). The only extra com-
putional load with respect to a perfectly synchronized turbo de-
tector is then the evaluation of equations (12), (13) and (14).

Algorithm 2:

1 b̂(0) = b0;
for n = 1 → N do

2 Perform 1 turbo iteration;
3 Computation b̂(n);

end

This leads to a very slight complexity increase in comparison
with the computational requirements of the detection/decoding
algorithms implemented in the turbo receiver. Note however
that, strictly speaking, Algorithm 2 is no longer an EM algo-
rithm. Indeed, performing only one turbo iteration at each EM
iteration may lead to poor approximations of marginal poste-
rior probabilities p(ak|r, b̂(n)), especially for the first EM iter-
ations. Moreover, non-resetting extrinsinc information implies
that the soft information computed by the turbo system will be
a function of all the previous estimates b̂(n−1), b̂(n−2)...b̂(0)

and not only of b̂(n−1) as required by the EM algorithm. Con-
sequences of both these approximations will be studied through
simulation results in the next section.

Algorithm 2 actually corresponds to the one introduced in an
ad hoc fashion by Lottici [2] for the particular case of phase
estimation in a turbo-coded scheme. We have provided here a
mathematical interpretation of Lottici’s algorithm by showing
that it may actually be regarded as an EM algorithm approx-
imation. Note that the very general framework considered in
section III shows that this algorithm may be properly extended
to the estimation of a wide range of parameters (frequency off-
set, timing offset...) in various transmission schemes (MIMO,
CDMA...).

V. SIMULATION RESULTS

This section is devoted to the study of the two synchroniza-
tion algorithms described in the previous section. More par-
ticularly we will focus on algorithms performance for carrier
phase synchronization.

The considered transmitter is a BICM scheme: it is made up
with a binary encoder and a constellation mapper separated by
a bit interleaver. At the receiver a turbo-demodulation scheme
is considered. Such a system introduced in [3] performs itera-
tive joint demodulation and decoding through the exchange of
extrinsic information between a SISO demodulator and a SISO
decoder. We consider a rate- 1

2 non-systematic convolutional
encoder with generators (g1, g2) = (5, 7)8 and use 8-PSK mod-
ulation with set partitioning mapping. The carrier frequency
offset ν, the timing offset τ and the channel gain A are assumed
to be known. The phase offset θ is unknown and needs to be
estimated. Simulations have been run with frames of 2000 8-
PSK symbols and 10 EM iterations have been performed. The
interleaver is totally random and a different permutation is used
at each frame. In all simulations we totalized 200 frame errors
at the last iteration. For Algorithm 1, 5 turbo-demodulation
iterations have been performed at each EM step.
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Fig. 1. Algorithm 1 - Estimator mean, estimator variance and BER perfor-
mance versus carrier phase offset for Eb/N0 = 4dB

Fig. 1 and Fig. 2 represent the algorithms performance for
Eb/N0 = 4dB and for a phase offset θ ranging from -180 to
180 degrees. More particularly, Fig. 1.a and 2.a show the mean
estimated phase value with Algorithm 1 and 2 respectively. The
estimation variance is illustrated in Fig. 1.b for Algorithm 1 and
in Fig. 2.b for Algorithm 2. In these figures, the Cramer-Rao
bound curve (corresponding to known data) is plotted in dashed
line. Fig. 1.c and Fig. 2.c represent the bit error rate (BER)
reached by the system with both algorithms. The BER asymp-
totic performance curve of the considered iterative demodula-
tion and decoding scheme, i.e. the one obtained considering
perfectly synchronized turbo-demodulator with perfect soft in-
formation fed back by the decoder, is drawn in dashed line.
Note that the results are provided at an Eb/N0-ratio for which
the perfectly synchronized turbo-demodulator reaches asymp-
totic performance.

Algorithm 1 and 2 exhibit the same performance at EM
iteration 10. The acquisition region i.e. the phase set for
which the receiver is able to recover correctly the carrier phase
ranges from -20 to 20 degrees for both methods. In this re-
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Fig. 2. Algorithm 2 - Estimator mean, estimator variance and BER perfor-
mance versus carrier phase offset for Eb/N0 = 4dB

gion the estimator variance meets the Cramer-Rao bound and
the BER reaches the perfectly-synchronized system ML perfor-
mance on bit detection. Note however that Algorithm 1 enables
faster convergence in term of EM iterations than Algorithm 2.
This observation may be explained by the crude approximation
made on the posterior probabilities in Algorithm 2. Indeed, soft
information provided by the SISO decoder in the first iterations
is a rough approximation of the true marginal posterior prob-
abilities, leading to a rather high BER as shown in Fig. 2.c.
The phase estimates computed with the Algorithm 2 will then
rely in the first iterations on bit estimates less reliable than with
Algorithm 1. Note however that, even if more EM steps are
needed, Algorithm 2 will reach the same performance as Algo-
rithm 1 at considerably reduced complexity and delay.

Note also that the soft information provided by the turbo sys-
tem depends on the code used for the transmission. So, un-
like Non Data-Aided (NDA) estimators, the considered algo-
rithms benefit from the code trellis structure which constrains
the number of possible transmitted channel symbol sequences.
This is illustrated by the non-periodicity of curves in Fig. 1 and
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Fig. 3. Algorithm 2 - Estimator mean, estimator variance and BER for θ = 10
degrees versus Eb/N0-ratio

Fig. 2: Algorithm 1 and Algorithm 2 manage to remove the
phase ambiguity (45o for 8-PSK) inherent to a classical NDA
estimator. Even if algorithms take the code structure into ac-
count, their acquisition region in the considered system is not
greater than the maximum acquisition range achievable by a
NDA estimator (45 degrees for 8-PSK). As shown by simula-
tions results (not reported here), such a feature seems actually
to be (essentially) a function of the used mapping. Gray map-
ping e.g. enables to reach an acquisition range of about 80
degrees (at the cost of a higher BER after convergence).

Fig. 3.a, 3.b and 3.c represent the mean, the variance and
the BER obtained with Algorithm 2 for a phase offset θ = 10
degrees and for Eb/N0-ratios ranging from 0dB to 6dB. The
setup is the same as for the previous simulations. The curve
referred to as “perfect sync” in Fig. 3.c represent the per-
formance reached by a perfectly synchronized system at iter-
ation 10. Note that both Algorithm 2 and perfectly synchro-
nized system reach asymptotic performance at iteration 10 for
Eb/N0 ≥ 2.5dB.

We see from Fig. 3.b that the variance curves have a conver-

gence threshold, that is to say an Eb/N0-value (around 1.5dB
here) below which variance no longer converges towards the
Cramer-Rao bound whatever the number of iterations is. For
Eb/N0-ratios greater than this limit value, the estimator vari-
ance always reaches the Cramer-Rao bound provided that the
number of iterations is sufficient. The convergence requires all
the less iterations as the Eb/N0-ratio increases. A similar be-
havior may be observed for the estimator mean in Fig. 3.a.
This feature can be actually related to the BER curves in Fig.
3.c. Indeed, (asymptotic) unbiasedness and efficiency are per-
formance of Data-Aided (DA) ML estimators. Now if the turbo
detector is able to decrease the bit error rate, the behavior of our
estimator will be closer and closer of a DA one. This is the rea-
son why the convergence threshold of the mean and variance
curves is located in the “water-fall” region in Fig. 3.c.

VI. CONCLUSION

This paper provides a general framework for turbo-
synchronization (i.e. soft decision-directed synchronization
within a turbo receiver). A general formulation of iterative ML
estimation of synchronization parameters has first been derived
by means of the EM algorithm. This implementation has then
been extended to the turbo context by showing that turbo syn-
chronization is actually an approximation of an EM algorithm.
Simulation results (in terms of estimator mean, estimator vari-
ance and BER) have eventually been provided for the particular
case of carrier phase recovery in a BICM transmission system
with iterative demodulation and decoding at the receiver. These
simulations show that the system reaches global (i.e. detec-
tion/synchronization) ML performance after convergence.
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