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Abstract—We propose an iterative decision-directed joint fre-
quency offset (FO) and channel estimation algorithm in a
known symbol padding (KSP) orthogonal frequency division
multiplexing (OFDM) system, where the guard interval is filled
with pilot symbols. Besides those time domain pilot symbols, some
additional pilot symbols are transmitted on the pilot carriers.
The decision-directed algorithm is initialized by pilot-aided FO
estimation without channel knowledge. We propose a possible
initialization algorithm that operates in the frequency domain
(FD). After the initialization phase, the iterative decision-directed
estimation algorithm is applied. For the channel estimation step,
an existing pilot-aided channel estimation algorithm is extended
to a decision-directed algorithm which uses the Fast Fourier
Transform outputs at both the pilot and data carrier positions.
For the uncoded case, the proposed iterative decision-directed
joint FO and channel estimation algorithm reaches the bit error
rate performance of a receiver with perfect synchronization and
perfect channel knowledge. For a coded system, there is small loss
in performance of less than 1 dB when our proposed algorithm
is applied compared to a receiver with perfect knowledge about
the FO and the channel.

Index Terms—OFDM, channel estimation, frequency estima-
tion.

I. INTRODUCTION

ORTHOGONAL Frequency Division Multiplexing
(OFDM) [1] has proven to be a valuable technique to

achieve a high data rate transmission over multipath fading
channels. Various standards are already based on OFDM
systems: xDSL [2], digital audio and video broadcasting
[3], [4], wireless LAN [5], etc. An OFDM system inserts
a guard interval between successively transmitted OFDM
blocks to avoid inter block interference. The most popular
techniques to fill the guard interval are the cyclic prefix
(CP) technique and the zero-padding technique (ZP) (see [6],
[7]). In the CP technique, the last samples of each OFDM
block are copied and transmitted before the actual OFDM
block, whereas the guard interval is left empty in the ZP
technique. For these two techniques, there is no control
about the content of the guard interval, which makes the
guard interval not very useful for channel estimation and
sometimes insufficient for synchronization purposes [8]. For
example timing synchronization in a CP-OFDM system in
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the time domain is usually hard to perform. There exist
algorithms that estimate the timing based on the CP, but their
performance is degraded in a multipath fading channel (see
for example [9]). In this contribution we consider a third
guard interval technique called known symbol padding (KSP)
[8], which fills the guard interval with pilot symbols. In
this technique we have full control about the content of the
guard interval, so that it can be useful for synchronization
tasks. In [10] for example, a time delay estimation algorithm
is proposed for KSP-OFDM that outperforms existing time
delay estimation algorithms for CP-OFDM. There exist
channel estimation algorithms for KSP-OFDM which can
take advantage of the guard interval, but they have a slightly
higher computational complexity than channel estimation
algorithms for CP-OFDM (see for example [11]). For the
bit error rate (BER), CP-OFDM and ZP-OFDM achieve
both the same performance [6], [7]. The performance of a
KSP-OFDM system is slightly worse: there is a degradation
of 10 log (1 + γ) dB in Eb/N0[7], where γ is the ratio of the
duration of the guard interval and the duration of the useful
part of the OFDM block.

In the literature, a special version of KSP-OFDM is called
time domain synchronous (TDS) OFDM and has been applied
in the Chinese digital television standard [12]. In a TDS-
OFDM system the guard interval has a special structure:
it consists of a pre-amble, a pseudo noise sequence and a
post-amble. There are no extra pilot symbols available in the
frequency domain. In this paper we consider a more general
KSP-OFDM system with pilot symbols in the guard interval
and some additional pilot symbols that are transmitted on the
pilot carriers. The main advantage of the extra pilot carriers
is that channel estimation can be performed in the frequency
domain, where, after synchronization, the contributions of the
pilot symbols and the data symbols can be perfectly separated.
As a result a channel estimate that does not show an error floor
in terms of the MSE can be obtained (see for example [13]).

One of the problems in an OFDM system is its sensitivity to
a frequency mismatch between the oscillators in the transmit-
ter and the receiver. The bit error rate (BER) performance
can be severely degraded when the frequency offset (FO)
(even of the order of a fraction of the carrier spacing) is
not compensated [14], because the FO causes inter-carrier
interference and attenuates the useful signal. In the literature
several FO estimation algorithms for TDS-OFDM can be
found. In [15], it is shown that the content of the guard interval
in a TDS-OFDM system can be viewed as a CP-OFDM
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training symbol. The algorithm from [9] is then applied. The
authors from [16] introduce the method of composite PN-
correlation, which computes the point-wise conjugate product
of two phase-shifted PN-correlations. The obtained product is
then used to estimate the FO. In [17], the guard interval of
one OFDM block is correlated with the guard interval of the
next OFDM block. When the channel varies slowly during
two consecutive OFDM blocks, there is only a difference in
phase between the two received guard intervals. This phase
difference depends linearly on the FO, so it can be exploited
to estimate the FO. These algorithms for a TDS-OFDM system
only make use of the time domain (TD) pilot symbols while
there are also frequency domain (FD) pilot symbols available
in a general KSP-OFDM system.

We present in this contribution an iterative decision-directed
joint FO and channel estimation algorithm which iterates
between FO estimation, channel estimation and data detection.
For the channel estimation step, we extend the pilot-aided
algorithm proposed in [13]. The iterative decision-directed al-
gorithm is initialized by a pilot-aided FO estimation algorithm
without any knowledge about the channel.

Besides the already mentioned TDS-OFDM algorithms
which can be applied to initialize our iterative decision-
directed algorithm, we propose a new initialization algorithm
that operates in the FD. The algorithm exploits the presence
of the pilot symbols on the pilot carriers (FD pilots) and
in the guard interval (TD pilots), both forming part of the
received signal that corresponds to two or more consecutively
transmitted OFDM blocks.

The initialization algorithm shows an error floor for the
mean squared error (MSE). After the initialization phase the
decision-directed algorithm is applied. It turns out that when
no error correcting code is applied, the proposed decision-
directed algorithm reaches the BER performance of a receiver
with perfect synchronization and channel state information
(CSI) after one iteration, regardless of which initial estimator
is used to obtain a first estimate of the FO. For a coded system,
there is a gap of less than 1 dB between the performance of
a receiver with perfect synchronization and perfect channel
knowledge and a receiver which applies our proposed algo-
rithm.

II. SYSTEM MODEL

Consider a KSP-OFDM system with N carriers and a
guard interval consisting of ν samples. The transmitted
symbols on the carriers during the i-th OFDM block are
denoted as ai = (ai (0) , . . . , ai (N − 1))

T . The vector
ai contains M − ν FD pilot symbols denoted as bc =
(bc (0) , . . . , bc (M − ν − 1))T and N−M+ν data symbols

denoted as a
(i)
d =

(
a
(i)
d (0) , . . . , a

(i)
d (N −M + ν − 1)

)T
.

The set of carrier indices is divided in two subsets Sp =
{α0, . . . , αM−ν−1}, which is the set of pilot carriers, and
Sd = {β0, . . . , βN+ν−M−1}, which contains the data carri-
ers. The guard interval is filled with ν (TD) pilot symbols
denoted as bg = (bg (0) , . . . , bg (ν − 1))

T , so the total
number of transmitted pilot symbols per OFDM block is equal
to M . After the inverse Fast Fourier Transform (IFFT) and the
insertion of the guard interval, we obtain the N+ν transmitted

+

t

t

block iblock i− 1 block i+ 1

NT Tν

observation interval

a) transmitter

b) receiver

Fig. 1. Time-domain signal of KSP-OFDM a) transmitted signal b) received
signal and observation interval.

time-domain samples during the i-th block:

si =

√
N

N + ν

(
FHai
bg

)
, (1)

where F is the N × N FFT matrix with Fk,l =(
1/

√
N
)
e−j2π kl

N . The data symbols are assumed to be inde-

pendent and identically distributed (i.i.d.) and E
[∣∣∣a(i)d

∣∣∣]2 =

Es. Further we assume that E
[
|bc (n)|2

]
= E

[
|bg (k)|2

]
=

Es. The normalization factor
√
N/ (N + ν) in (1) guarantees

that E
[
|si|2

]
= NEs. We can rewrite si as the sum of a

vector sp, which collects the contributions from both the pilot
symbols in time and frequency domain, and a vector s

(i)
d ,

which consists of the contributions from the unknown data
symbols:

si = sp + s
(i)
d . (2)

The OFDM blocks are transmitted over a
frequency selective channel with impulse response
h = (h (0) , . . . , h (L− 1))T where L denotes the
number of channel taps. To avoid inter block interference, we
select ν ≥ L − 1. The N + ν received time-domain samples
corresponding to the observation interval shown in Fig. 1.b
are given by

ri = ej2π
i(N+ν)

N εE (ε) H̃si +wi. (3)

The unknown parameter ε denotes the FO between the trans-
mitter and receiver oscillators expressed as a fraction of
the intercarrier spacing. We assume that the timing offset
is already known and that a rough estimation of the FO
already has been performed so that |ε| < 0.5N/ (N + ν). The
(N + ν)× (N + ν) channel matrix H̃ is given by(

H̃
)
k,k′

= h
(|k − k′|N+ν

)
where |x|K is the notation of the modulo-K operation which
gives the remainder of the division of x by K . The diagonal
matrix E is defined as: (E (ε))k,k = ej2π

k
N ε. The channel also

adds additive white Gaussian noise wi. The real and imaginary
parts of the components of wi are i.i.d. with zero mean, and
variance N0/2.

To detect the transmitted data symbols of OFDM block i
a sequence of operations must be carried out. First, the FO
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is compensated in the time domain using the FO estimate.
Then the contributions from the guard interval samples are
subtracted from the received signal samples using the channel
estimate. The resulting received signal is similar to a received
signal from a ZP-OFDM system. The last ν samples of
the considered observation interval in Fig. 1 are added to
the first ν samples, to restore the orthogonality between the
carriers (see [6]). Note that after the removal of the guard
interval samples, the resulting first N samples are applied
to an FFT to transform the frequency selective channel in
N parallel flat fading channels. Next, per carrier single-tap
equalization is performed using the channel estimate. Finally,
the equalizer outputs are applied to the detector/decoder. The
iterative decision-directed algorithm to jointly estimate ε and
h is introduced in the next section.

III. FREQUENCY OFFSET ESTIMATION

Our proposed algorithm starts from the received signal
samples of K (≥ 2) consecutively transmitted OFDM blocks.
We denote them as r0, ..., rK−1, which are given by (3):

r0 = E (ε) H̃
(
sp + s

(0)
d

)
+w0 (4)

...

rK−1 = ej2π
(K−1)(N+ν)

N εE (ε) H̃
(
sp + s

(K−1)
d

)
+wK−1

We see that the pilot symbol contribution in ri (i.e. the
contribution from sp), with i = 1, . . . , K − 1, is equal
to the pilot symbol contribution in r0 multiplied by a factor
ej2π

i(N+ν)
N ε. We will exploit this fact to estimate the FO ε.

First we transform the received vectors ri, i = 0, . . . , K−
1 to the frequency domain. To achieve this, the last ν samples
of each vector are added to the first ν samples. The first N
samples of the resulting vectors are then applied to an FFT.
The output of the FFT of OFDM block i at carrier n is given
by

Yi (n) = ej2π
i(N+ν)

N ε

(
H (ε, n)

M−ν−1∑
m=0

bc (m) Iαm−n (ε)

+H (ε, n)
N+ν−M−1∑

m=0

a
(i)
d (m) Iβm−n (ε)

+

L−1∑
l=0

Bg (ε, n, l)h (l)

)
+Wi (n) (5)

where Im (ε), H (ε, n) and Bg (ε, n, l) are given by

Im (ε) =
1√

N (N + ν)

1− ej2π(m+ε)

1− ej2π
(m+ε)

N

H (ε, n) =

L−1∑
l=0

h (l) e−j2π (n−ε)l
N

Bg (ε, n, l) =
1√

N + ν

(
l−1∑
k=0

bg (ν + k − l) ej2π
(ε−n)k

N

+

ν−1∑
k=l

bg (k − l) ej2π
(ε−n)(N+k)

N

)
,

and αm and βm are carrier indices belonging to the subsets of
carrier indices of pilot carriers and data carriers, respectively.
The samples Wi (n), with n = 0, . . . , N − 1, are Gaussian
noise samples with zero mean and an autocorrelation matrix
R defined as

(R)n,n′ = N0

(
δn,n′ +

1

N

ν−1∑
k=0

e−j2π
(n−n′)l

N

)
.

The next subsection describes the proposed decision-
directed FO estimation algorithm.

A. Decision-Directed FO Estimation

Initially, an estimate of the FO ε̂0 is obtained by applying
some FO estimation algorithm (we suggest two possible
algorithms in Subsections III-B and III-C). This estimate is
used to compensate the FO in the time domain. In a second
step, the resulting signal is transformed to the frequency
domain to estimate the channel impulse response h using
the algorithm from [13]. The channel estimate is then used
to detect the transmitted data symbols. We can now start
an iterative algorithm which iterates between the following
processes: i) obtaining an estimate of the remaining FO using
the latest obtained estimate of h and the detected data symbols,
ii) re-estimating h after compensation of the remaining FO and
using the detected data symbols, and iii) refining the detection
of the data symbols using the most recent estimate of h. This
procedure is repeated until convergence is reached.

In the p-th iteration, the remaining FO is denoted as εp and
defined as

εp = ε−
p−1∑
k=0

ε̂k.

The FFT output of OFDM block i at carrier n, denoted by
Y

(p)
i (n), is given by (5) where we replace ε by εp. When εp

is very small, the inter-carrier interference can be neglected:
Im (εp) ≈ 0, for m �= 0, which yields for the FFT outputs at
the pilot carrier positions:

Y
(p)
i (αm) = ej2π

i(N+ν)
N εp

(
bc (m) I0 (εp)H (εp, αm)

+

L−1∑
l=0

Bg (εp, αm, l)h (l)

)
+W

(p)
i (αm) , (6)

where αm ∈ Sp. The signal component of Y
(p)
i (αm) is the

product of a factor which depends on the block index i and
a factor which is independent of the block index. We exploit
this fact to estimate the FO.

The FFT outputs at the data carrier positions are given by

Y
(p)
i (βm) = ej2π

i(N+ν)
N εp

(
a
(i)
d (m) I0 (εp)H (εp, βm)

+

L−1∑
l=0

Bg (εp, βm, l)h (l)

)
+W

(p)
i (βm) , (7)

where βm ∈ Sd. The signal component of Y (p)
i (βm) can not

be expressed as the product of a factor which depends on the
block index and a factor which is independent of it, so we have



3106 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 60, NO. 10, OCTOBER 2012

to modify the FFT outputs at the data carrier positions first.
There are two possible options: i) Subtracting the contribution
from the unknown data symbols (using previous data symbol
decisions), or ii) subtracting the contribution from the guard
interval pilot symbols and multiplying the results with the
complex conjugates of the latest obtained hard decisions of
the unknown data symbols. One can prove that the power
ratio of the data symbols and the guard interval pilot symbols
contribution in Y

(p)
i (βm) is approximately equal to N/ν.

Since N is usually much larger than ν, the second option
will lead to a smaller estimation error as the variance of the
guard interval pilots is smaller. Therefore, we choose to follow
the second option.

First, we have to subtract the contribution from the guard
interval pilot samples1:

Z
(p)
i (βm) = Y

(p)
i (βm)−

L−1∑
l=0

Bg (0, βm, l) ĥ(p−1) (l) ,

where βm ∈ Sd and ĥ(p−1) (l) , l = 0, . . . , L − 1, are the
estimated samples of the channel impulse response obtained in
the (p− 1)-th iteration. We assume that the estimated channel
impulse response is equal to the true channel impulse response
so that the contribution of the guard interval can be perfectly
removed:

Z
(p)
i (βm) = ej2π

i(N+ν)
N εpa

(i)
d (m) I0 (εp)H (εp, βm)

+W
(p)
i (βm) .

Multiplying Z
(p)
i (βm) by the complex conjugate of the latest

obtained hard decision of a(i)d (m) results in

Z
′(p)
i (βm) = ej2π

i(N+ν)
N εpEsI0 (εp)H (εp, βm)

+
(
a
(i)
d (m)

)∗
W

(p)
i (βm) , (8)

where we assume that the decisions about the data symbols
from the previous iteration are correct, and z∗ denotes the
complex conjugate of z.

Both (6) and (8) correspond to the following model:

Ui (n) = ej2π
i(N+ν)

N εpΓ (n) + Vi (n) ,

where Γ (n) can be seen as an unknown coefficient and Vi (n)
is the additive noise. Rewriting everything in vector format
yields

Ui = ej2π
i(N+ν)

N εpΓ+Vi.

The next step is to obtain the least squares estimates of εp and
Γ, which are given by

(
ε̂p, Γ̂

)
= arg min

εp, Γ

K−1∑
i=0

∣∣∣Ui − ej2π
i(N+ν)

N εpΓ
∣∣∣2 . (9)

The estimate Γ̂ can be expressed as a function of εp and is
given by

Γ̂ (εp) =
1

K

K−1∑
i=0

e−j2π
i(N+ν)

N εpUi. (10)

1Again we assume that εp is small: ej2π
i(N+ν)

N
εpBg (εp, βm, l) ≈

Bg (0, βm, l).

Substituting Γ by its estimate (10) in (9) yields

ε̂p = argmax
εp

∣∣∣∣∣
K−1∑
i=0

e−j2π i(N+ν)
N εpUi

∣∣∣∣∣
2

where we have omitted irrelevant terms and a constant factor.
Rearranging the terms of the squared magnitude results in2

ε̂p = argmax
εp

K−1∑
m=1

2�
{
R (m) e−j2πN+ν

N mεp
}

(11)

where the correlation R (m) is defined as

R (m) =
K−1−m∑

i=0

UH
i Ui+m. (12)

Now we differentiate the function from (11) with respect to
εp and equate the derivative to zero:

K−1∑
m=1

�
{
mR (m) e−j2πN+ν

N mεp
}
= 0.

This can be rewritten as
K−1∑
m=1

m |R (m)| sin
[
∠ (R (m))− 2π

N + ν

N
mεp

]
= 0, (13)

where ∠ (x) returns the argument of the complex number x
in the interval [−π, π[. We assume that the noise contribution
in R (m) is small so that ∠ (R (m)) ≈ 2πN+ν

N mεp. As the
function sin (x) can be approximated by x for small values of
x, expression (13) can be approximated by

K−1∑
m=1

m |R (m)|
(
∠ (R (m))− 2π

N + ν

N
mεp

)
= 0.

Solving this equation with respect to εp yields the estimate
of εp. To expand the range of possible values of εp that can
be estimated and / or to reduce the numerical complexity of
the algorithm, the interval of the summation index m can be
limited to [P1, P2], where 1 ≤ P1 ≤ P2 ≤ K − 1. The
estimate of εp is then given by

ε̂p =
1

2π

N

N + ν

∑P2

m=P1
m |R (m)|∠ (R (m))∑P2

m=P1
m2 |R (m)|

. (14)

A special case of the algorithm is obtained when we choose
P1 = P2 = P , where 1 ≤ P ≤ K − 1. This yields for the
estimate of εp:

ε̂p =
1

2π

N

N + ν

∠ (R (P ))

P
. (15)

In the next step, the remaining FO is compensated using the
estimate ε̂p and a new estimate of the channel is obtained per
block i, i = 0, . . . , K − 1, by applying a channel estimation
algorithm which is an extension of the algorithm from [13]:
We assume that the obtained hard decisions of the unknown
data symbols are correct and we apply the algorithm from
[13], but instead of only selecting the pilot carriers, we use
both the pilot and the data carriers to obtain an estimate of h.

2We have omitted the term for m = 0, because it is independent of εp
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B. TD Initialization

As already mentioned in the introduction, there exist some
FO estimation algorithms for a TDS-OFDM system which
could be applied for a KSP-OFDM. They can provide the
initial estimate of the FO. Especially the algorithm from [17]
comes in mind because it can be applied directly without any
changes.

The algorithm starts from the received signal
vectors corresponding to the guard interval
r1,i = (ri (N) , . . . , ri (N + ν − 1))

T , i = 0, . . . , K − 1,
which are defined as

r1,i = ej2π
i(N+ν)

N εE1 (ε) H̃g

(
sp + s

(i)
d

)
+w1,i (16)

where H̃g consists of the last ν rows of H̃, E1 (ε) is a diagonal
matrix given by (E1 (ε))k,k = ej2π

N+k
N ε and w1,i collects

the noise samples. We compute the product of the Hermitian
transpose of r1,i with r1,i+1 for i = 0, . . . ,K − 2. The
summation of those K − 1 products yields a quantity that
can be used to estimate ε:

K−2∑
i=0

rH1,ir1,i+1 = (K − 1) ej2π
N+ν
N ε

∣∣∣H̃sp

∣∣∣2 + K−2∑
i=0

ni (17)

where ni collects the contributions from rH1,ir1,i+1 which
depend on the noise and the unknown data symbols. The
estimate of ε is then given by

ε̂0 =
1

2π

N

N + ν
∠
{

K−2∑
i=0

rH1,ir1,i+1

}
. (18)

Besides the TD pilot symbols in the guard interval there
are also pilot symbols available on the pilot carriers which
can be used to estimate the FO. Therefore, a straightforward
extension of the algorithm from [17] would be to consider
the total received symbol vectors ri instead of only the parts
corresponding to the guard intervals r1,i. However, using the
received signals that correspond to the guard intervals results
in a much higher signal-to-noise ratio than using the total
vectors ri. So applying the algorithm from [17] to the received
symbol vectors ri results in a less accurate estimate and
a degradation of the performance. To exploit also the pilot
carriers besides the pilot symbols in the guard interval, a
different approach has to be considered.

C. FD Initialization

We collect the M − ν FFT outputs from the K OFDM
blocks corresponding to the set Sp of pilot carriers in the
vectors yi, i = 0, . . . , K − 1 :

yi = [Yi (α0) , . . . , Yi (αM−ν−1)]
T

= ej2π
i(N+ν)

N ε
(
b̃+ ãi

)
+Wi

where b̃ is the vector which contains the contributions from
both time and frequency domain pilots. The vector ãi collects
the contributions from the unknown data symbols from the
i-th OFDM block and Wi contains the noise samples at the
pilot carrier positions of the i-th block. The summation over
i of the multiplications of the Hermitian transpose of yi with
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Fig. 2. MSE versus |ε| for TD (left) and FD (right) initialization, ν = 100,
N = 1024, M = 200, K = 10.

yi+1 for i = 0, . . . , K − 2 results in a function which is
used to estimate ε:

K−2∑
i=0

yH
i yi+1 = (K − 1) ej2π

(N+ν)
N ε

∣∣∣b̃∣∣∣2 + K−2∑
i=0

ñi

where ñi collects the contributions from the unknown data
symbols and the noise samples from yH

i yi+1. The estimate
of ε is then given by

ε̂0 =
1

2π

N

N + ν
∠
{

K−2∑
i=0

yH
i yi+1

}
. (19)

IV. SIMULATION RESULTS AND DISCUSSION

In this section, the performance of the proposed frequency
estimation algorithms is evaluated. We consider a frequency
selective Rayleigh fading channel consisting of L = 50
channel taps with equal variance. The channel impulse re-
sponse is normalized

∑L−1
l=0 E

[
|h (l)|2

]
= 1. For the pilots

transmitted on the carriers, the comb-type pilot arrangement
from [18] is used. The pilot symbols are randomly selected
QPSK symbols. The pilot symbols are equally spaced over the
pilot carriers: Sp = {mλ| m = 0, . . . , M − ν − 1}, where
λ = floor (N/ (M − ν)). We consider an OFDM system
with N = 1024 carriers and a guard interval of length
ν = 100. Besides the 100 pilot symbols in the guard interval,
an additional 100 carriers are selected as pilot carriers which
means that a total number of M = 200 pilot symbols are
transmitted. The data symbols are QPSK symbols. For the
FO estimation we consider K = 10 received OFDM blocks.

First we evaluate the performance of the estimators in terms
of the MSE, which is defined as:

MSE (p) = E

⎡
⎣
∣∣∣∣∣ε−

p∑
k=0

ε̂k

∣∣∣∣∣
2
⎤
⎦ ,

where p is the iteration number.
Fig. 2 shows the MSE of the TD algorithm from [17]

and our proposed FD initialization algorithm versus |ε| for
different values of Es/N0. We see that both estimators have
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a bad performance for |ε| > 0.3. This is due to the dis-
continuity of the ∠ {.} function in (18) and (19). Therefore
for the following simulation results we will assume that ε is
randomly selected from a uniform distribution over the interval
[−0.3, 0.3]. For the TD initialization we see that the MSE
is only weakly dependent on ε and for high signal-to-noise
ratios (SNR) independent of the SNR. The performance of
the FD initial estimator on the contrary, strongly depends on
the value of ε, especially for high SNR. For high values of
ε, the MSE becomes independent of the SNR. As a result,
both estimators will show an error floor for high values of
the SNR when we plot the MSE versus the Es/N0, as can be
seen from Fig. 3. This error floor is caused by the unknown
data symbols which interfere with the pilot symbols. We see
that the FD initialization yields the lowest error floor. This
behavior is expected because for very small values of ε, the
ICI will become very small. In that case the interference of the
unknown data symbols will be much smaller in the FD (and
eventually equal to zero when ε = 0), while the interference
in the TD is independent of the presence of a FO.

To evaluate the performance of the decision-directed FO
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Fig. 5. BER results, ν = 100, N = 1024, M = 200, K = 10.

estimation algorithm, we have first done some simulations to
determine the optimal values for the parameters P1 and P2.
We have considered two situations:

• in the first case we select P1 equal to 1 and let P2 be
equal to P ,

• in the second case we select both P1 and P2 equal to P .

The parameter P varies from 1 to K − 1. Fig. 4 shows the
MSE as a function of P for Es/N0 = 25 dB. For the first
case, the lowest MSE is reached when P2 is chosen equal
to K − 1 = 9, which is the maximum value for P2. The
curve is almost independent of P when P ∈ [4, 9] , so
choosing P2 = 4 instead of the optimal value 9, results in
a near optimum performance in terms of the MSE while the
numerical complexity is reduced.

For the second case, the performance of the estimator is
optimal when both P1 and P2 are chosen equal to 3 or 7.
To explain this, we look at the performance of the all pilots
case, also shown in the figure. It can be observed that the
performance in the second case is (essentially) proportional
to that of the all pilots case. In the appendix the MSE
performance of the all pilots case is derived. The minimum
value of the MSE is indeed reached for P1 and P2 both equal
to the values of P closest to 10/3 and 20/3. The second
case gives rise to a small loss in performance compared to the
first case. These results are independent of which initialization
algorithm was used first.

The MSE of the decision-directed FO estimation algorithm
as a function of Es/N0 is also shown in Fig. 3. The results
are shown for P1 = 1 and P2 = 4; and P1 = P2 = 3.
Compared to the results of the initialization algorithms, a large
improvement is reached after only one iteration: independent
of which initialization algorithm has been applied, the error
floor is completely removed for the considered range of
Es/N0 values.

Both considered choices for P1 and P2 result in a similar
performance. Only for low to moderate Es/N0, there is a
small difference in performance.

Fig. 5 shows the BER results as a function of Eb/N0,
where Eb is the transmitted energy per information bit. We
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have only considered our proposed FD initialization method
to obtain these results, because we have seen from Fig. 3 that
the performance of our proposed decision-directed algorithm
is independent of the initialization algorithm. For the uncoded
case, the BER of a receiver which only applies the FD
initialization algorithm for the estimation of the FO, is close to
the case when the FO is perfectly known (but with estimated
channel).

After one iteration, the decision-directed algorithm results
in a performance which is close to the BER of a receiver with
perfect knowledge about the channel and the FO. Additional
iterations are not necessary for the considered range of Es/N0

values, as the potential improvements are negligible.
During the derivation of the iterative decision-directed al-

gorithm, we have made some assumptions concerning the
correctness of the obtained channel impulse response estimate
and the hard decisions of the data symbols. The BER curves
show that those assumptions are valid for moderate to high
Es/N0 values.

For the coded case, we have considered a turbo code that
consists of two identical 16-state rate 1/2 recursive systematic
convolutional codes with generator sequences (37)8 and (21)8
(in octal notation) through a uniform random interleaver of
length 919. The parity bits are punctured to obtain an overall
rate of approximately 1/2. Every iteration, the turbo decoder
provides the necessary hard decisions on the transmitted data
symbols for the decision-directed FO and channel estimation
algorithm. After 9 iterations convergence is reached. The
application of our proposed algorithm results in a small loss in
performance compared to the BER of a receiver with perfect
knowledge about the channel and the FO. The gap between
the two curves is less than 1 dB.

V. CONCLUSION

In this contribution, we have presented an iterative decision-
directed joint FO and channel estimation algorithm for KSP-
OFDM, which is initialized by pilot-aided FO estimation
without channel knowledge.

Two initialization algorithms are considered: TD initializa-
tion and FD initialization. Both exploit the presence of the
pilot carriers and the pilot symbols in the guard interval to
estimate the FO. The initial FO estimate is used in the pilot-
based channel estimation algorithm from [13] for obtaining
an initial channel estimate. The MSE of both initialization
algorithms shows an error floor for moderate to high SNR but
FD initialization gives the better performance.

After the initialization phase, the decision-directed algo-
rithm is applied which iterates between FO estimation, channel
estimation and data detection. The channel estimation step is
an extension of the algorithm from [13]: all the carriers are
considered for channel estimation. The simulation results show
a substantial gain for the MSE: the error floor which is present
after applying one of the initialization algorithms is (almost)
completely removed. The performance of the decision-directed
algorithm is independent of which initialization method is used
first. In terms of the BER, the performance of a receiver with
perfect knowledge of the FO and the channel is reached after
only one iteration in the uncoded case. For a coded system,

there is a gap of less than 1 dB between the performance of
a receiver with perfect knowledge of the FO and the channel
and a receiver which applies our proposed algorithm.

APPENDIX

In this appendix we derive the MSE of the FO estimator
from (15) in the case that only pilot symbols are transmitted.
The estimate is given by

ε̂p =
1

2π

N

N + ν

∠ (R (P ))

P
,

where R (P ) is defined in (12). First we rewrite R (P ) as

R (P ) = (K − P ) ej2π
P(N+ν)

N εpΓHΓ

(
1

+
1

(K − P )ΓHΓ

K−1∑
i=P

ΓHVie
−j2π i(N+ν)

N εP

+
1

(K − P )ΓHΓ

K−P−1∑
i=0

ΓTV∗
i e

j2π
i(N+ν)

N εP

)
,

where we have neglected the second order noise terms.
For a complex number x with |x| 
 1, the function

∠ (1 + x) is approximated by �{x}. We can use this approx-
imation in (15) for sufficiently high Es/N0, which yields for
ε̂p

ε̂p = εp +
1

(K − P )P

1

2π

N

N + ν

1

ΓHΓ
·

�
{

K−1∑
i=P

ΓHVie
−j2π i(N+ν)

N εP

+
K−P−1∑

i=0

ΓTV∗
i e

j2π i(N+ν)
N εP

}
.

The MSE is given by

E
[
|ε̂p − εp|2

]
=

1

(K − P )
2
P

1

(2π)
2

(
N

N + ν

)2
1(

ΓHΓ
)2ΓHRVΓ,

for P ≤ K/2 and by

E
[
|ε̂p − εp|2

]
=

1

(K − P )P 2

1

(2π)
2

(
N

N + ν

)2
1(

ΓHΓ
)2ΓHRVΓ,

for P ≥ K/2. The matrix RV is the autocorrelation matrix
of the samples of the noise vector Vi: RV = E

[
ViV

H
i

]
.

The MSE is symmetric with respect to P = K/2: the values
P = Q and P = K − Q result in the same MSE, and the
minimum value of the MSE is reached for the values of P
which are closest to K/3 and 2K/3.
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