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Novel Data Detection and Channel Estimation
Algorithms for BICM-OFDMA Uplink

Asynchronous Systems in the Presence of
IQ Imbalance

Mohamed Marey, Senior Member, IEEE, and Heidi Steendam, Senior Member, IEEE

Abstract—The problem of channel estimation and in-
phase/quadrature-phase (IQ) imbalance is one of the main
challenges that has to be faced by uplink transmission in
orthogonal frequency division multiple access (OFDMA) systems.
The previously reported investigations for such systems are
limited to synchronous and uncoded transmission. Furthermore,
in these previous works, equalization of the IQ imbalance should
be performed after the estimation process in order to properly
detect data symbols. In this contribution, the transmit and receive
IQ imbalance for uplink OFDMA systems is investigated in the
context of asynchronous and bit-interleaved coded modulation
(BICM) transmission. We propose a novel data detector ex-
ploiting the unwanted IQ as a beneficial resource to achieve
a diversity gain, without the necessity of an additional equalizer.
In addition, we develop a novel code-aided algorithm to estimate
the propagation delays and the overall channel impulse responses
(CIRs), which include the physical CIRs and IQ imbalance
occurring at both the transmitters and base station. Since the
exact maximum-likelihood (ML) solution to this problem turns
out to be too complex for practical purposes, we resort to the
space alternating generalized expectation-maximization (SAGE)
algorithm as a low complexity method to perform parameter
estimation. The proposed estimation algorithm operates in an
iterative way, in which the soft information provided by the
channel decoder is utilized as a priori information to refine the
estimates. The computational complexity analysis and simulation
results confirm the effectiveness of the proposed estimation
algorithm and the proposed detector for practical application.

Index Terms—OFDMA, IQ imbalance, SAGE algorithm,
BICM.

I. INTRODUCTION

ORTHOGONAL frequency division multiple access
(OFDMA) has recently received a significant amount

of attention as a promising technique to fulfill the high
data rate demand for future wireless communication systems.
OFDMA has significant advantages in terms of high spec-
trum efficiency, robustness against frequency-selective fading
channels, resistance to multi-access interference (MAI), and
simplified equalization. Furthermore, it allows straightforward
dynamic sub-carrier assignment to support variable quality
of service requirements of the individual users. OFDMA
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has become the physical layer of choice for many wireless
communication systems such as worldwide interoperability for
microwave access (WiMAX), long-term evolution (LTE), and
IEEE 802.11 [1], [2]. An appealing feature of OFDMA is
that the transmitted signals of different users are orthogonal
and that MAI can be avoided. This makes OFDMA attractive
for uplink transmission as the receiver at the base station can
easily separate each user’s signal in the frequency domain.
However, propagation delay and channel estimation is a real
challenging issue in OFDMA uplink transmission because
each user has its own delay and channel impulse response
(CIR). It is not surprising that a massive amount of research
has been devoted to this problem (e.g., [3]–[6]).

The direct conversion architecture has been widely used
in telecommunication because of its low complexity and cost
[7], [8]. Nevertheless, it introduces impairments such as in-
phase/quadrature-phase (IQ) imbalance, incurring a severe
degradation in communication performance. The IQ imbalance
is basically the mismatch between the I and Q branches from
the ideal case, i.e., from the exact 90 degree phase difference
and equal amplitude between the sine and cosine branches.
Estimation and compensation of IQ imbalance has become
a topic of extensive research in the wireless domain. Due
to the narrow spacing and spectral overlap between the sub-
carriers, orthogonal frequency division multiplexing (OFDM)
systems are much more sensitive to the IQ imbalance than
single-carrier systems. This leads to a loss of sub-carrier
orthogonality, which translates into inter-carrier interference
(ICI) and results in a degradation of the performance. The
influence, estimation, and compensation of IQ imbalance for
single-user OFDM systems have been treated in a massive
amount of publications, see e.g., [9]–[19] and the references
therein.

To the best of the authors’ knowledge, there are only two
works in the literature that devoted to the problem of the IQ
imbalance for uplink OFDMA systems [20], [21]. The authors
in [20] propose zero forcing and minimum mean square error
equalizers for uplink OFDMA and single-carrier frequency-
division multiple access systems affected by transmit IQ
imbalance; however, they assumed perfect knowledge about
the channel and transmit IQ imbalance. The authors in [21]
develop a data-aided algorithm to estimate the channel and
transmit IQ using a two-dimensional least square estimation
criterion; they also employ a zero-forcing equalizer to recover
the data symbols. The previous works [20], [21] assume
that there is no receive IQ imbalance; however, a realistic
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system model of an OFDMA system must consider both the
transmit and receive IQ imbalance. In addition, they assume
uncoded and synchronous transmission; however, practical
systems typically employ error correcting codes and consider
asynchronous transmission as the users’ signals reach the base
station with different propagation delays. Furthermore, data
detection in the previous works [20], [21] requires an equalizer
to cancel out the effects of the IQ transmit imbalance; this
comes at the cost of computational complexity at the receiver1.

In this work, we relax the previous assumptions and in-
troduce another approach to handle the transmit and receive
IQ imbalance for uplink OFDMA systems associated with
asynchronous and bit-interleaved coded modulation (BICM)
transmission. The novelty of this work lies in the following
two points.

• Instead of using a family of algorithms to separately
estimate (or calibrate) the transmit and receive IQ im-
balance along with the channel and propagation delay
for each user, we propose a novel code-aided algorithm
to jointly estimate these parameters. We combine the
IQ effects at each transmitter and the receiver with the
physical CIR into one parameter referred to as the overall
CIR. The maximum-likelihood (ML) principle is em-
ployed to estimate the propagation delays and the overall
CIRs via the space-alternating generalized expectation-
maximization (SAGE) algorithm [22]. In our approach,
we do not need additional equalization to compensate for
the transmit and receive IQ imbalance, as it is included
in the overall CIRs.

• We use the IQ imbalance of the transmitters as a valuable
resource to obtain an additional diversity gain (on top
of the diversity gain obtained from other sources), and
design the optimal demapper for asynchronous uplink
BICM-OFDMA systems.

The remainder of the paper is organized as follows. Section
II presents the signal model and problem formulation. The
estimation algorithm is proposed in Section III. In Section IV,
the proposed BICM decoder is introduced. In Section V, the
computational complexity analysis of the proposed estimator
and detector is derived. Simulation results are provided in
Section VI. Finally, Section VII draws the conclusions.

II. SIGNAL MODEL AND PROBLEM FORMULATION

We consider an uplink OFDMA system with K active users
and a destination node which serves as a base station, as
indicated in Figure 1. The total number of sub-carriers, N ,
is divided into Q sets; each of them has V sub-carriers (V =
N/Q) and is exclusively used by one user (K ≤ Q). Frame-
based transmission is assumed, in which frames consisting of
M OFDMA blocks are transmitted for each user. A frame
intended for the kth user is generated as follows. A block
of b(k) =

[
b
(k)
0 , · · · , b(k)Nb−1

]
information bits is encoded,

resulting in Nc coded bits. After interleaving, these coded
bits are mapped to a sequence of Nd symbols, belonging to a
unit-energy χ-point constellation Ω (with Nd = Nc/χ). After
insertion of Np pilot symbols, we obtain a sequence d(k) =

1We notice that in [20], [21] a diversity gain from the transmit IQ imbalance
can be captured by using an optimal detector; however, the detection process
requires an additional computational complexity on top of that required by
an equalizer.

[
d(k)(0), · · · , d(k) (Nd +Np − 1)

]
. Now, d(k) is broken down

into M blocks of length P where P = (Nd +Np) /M and
P ≤ V . The M data blocks are buffered and converted, one
at a time, to OFDMA blocks. The mth data block of the kth
user, d

(k)
m =

[
d
(k)
m (0), · · · , d(k)m (P − 1)

]
, is converted into

an OFDMA block as follows. Each data symbol, d(k)m (p), is
assigned to a unique sub-carrier, u(k)(p), belonging to the
sub-carrier set, U(k), of user k. Sub-carriers outside the set
U(k) are padded with zeros. As we will show in Section IV,
in order to exploit the IQ imbalance as a beneficial resource
to achieve a diversity gain, we assume that the sub-carrier
u(k)(p) and its mirror−u(k)(p) are used as active sub-carriers.
This can easily be incorporated in many existing OFDMA
frequency assignment schemes, such as the interleaved sub-
carrier assignment. After that, an N -point inverse discrete
fast Fourier transform (IFFT) is performed and a ν-point
cyclic prefix (CP) is included to produce the correspond-
ing samples of the time-domain OFDMA block, x

(k)
m =[

x
(k)
m (−ν), · · · , x(k)

m (N − 1)
]
. Mathematically, x(k)

m (n) can be
expressed as

x(k)
m (n) =

1√
N

P−1∑
p=0

d(k)m (p)ej2πnu
(k)(p)/N ,−ν ≤ n ≤ N−1.

(1)
Accordingly, we can write the undistorted transmitted frame
from user k as

�x(k) =
[
x
(k)
0 ,x

(k)
1 ,x

(k)
2 , · · · ,x(k)

M−1

]
. (2)

Following [7], the distorted frame transmitted by user k, x(k),
can be given as

x(k) = α
(k)
Tx�x

(k) + β
(k)
Tx�x

(k)∗, (3)

where α
(k)
Tx and β

(k)
Tx are the distortion parameters related

to the amplitude and phase imbalance between the I and Q
branches for the transmit antenna of user k, respectively. In
the frequency-flat IQ imbalance model, α(k)

Tx and β
(k)
Tx can be

written as2 [7]

α
(k)
Tx = cosφ

(k)
Tx + jε

(k)
Tx sinφ

(k)
Tx , (4a)

β
(k)
Tx = ε

(k)
Tx cosφ

(k)
Tx + j sinφ

(k)
Tx , (4b)

where ε
(k)
Tx and φ

(k)
Tx are the IQ gain and phase offset at the

transmit antenna of user k, respectively, and j =
√−1. The

frame x(k) propagates to the base station through a wireless
channel h(k) =

[
h(k)(0), · · · , h(k)(L− 1)

]
, with L denoting

the maximum number of sample-spaced channel taps among
all the transmit receive antenna pairs. We assume a quasi-
static block-fading channel that remains constant during each
frame but can vary independently from frame to frame. As
the locations of the users are different, their signals reach
the base station with different propagation delays. Without
loss of generality, the propagation delay of user k can be
split into an integer part τ (k) and a fractional part ε(k) with
respect to the sampling period. The fractional part can be

2It is worth to mention that the proposed algorithm is valid for any other
transmit and receive IQ model. One just needs to plug in the desired model in
our equations. However, for the presentation purpose, we employ a frequency-
flat model and a frequency-selective model at the transmitter and receiver,
respectively.
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Fig. 1. OFDMA system with IQ imbalance.

incorporated in the CIR, which is the cascade of the transmit
filter, the physical channel, and the receive filter, as assumed
in many other studies (e.g., [6], [23]). Taking into account
that τ (k) ∈ {0, 1, · · · , τmax}, where τmax is the maximum
propagation delay, the samples taken prior to −ν and later
than M(N + ν) + τmax + L − ν − 2 do not depend on the
current frame3. Accordingly, the received frame

r = [r(−ν), · · · , r (M(N + ν) + τmax + L− ν − 2)]

contains sufficient information for data detection and param-
eter estimation for each user. Mathematically, we can write

r =
K−1∑
k=0

x(k)
(
τ (k)

)
⊗ h(k) + n, (5)

where x(k)
(
τ (k)

)
=

[
01×τ (k) x(k)

]
with 01×τ (k) as the all-

zero vector of length τ (k), ⊗ refers to convolution, and
n is the noise vector. By applying the frequency-selective
IQ parameters on the received frame, the distorted received
sequence r can be written as [7]

r = μRx ⊗ r+ ξRx ⊗ r∗, (6)

where μRx = [μRx(0), · · · , μRx (F − 1)] and ξRx =
[ξRx(0), · · · , ξRx (F − 1)] are the distortion parameters asso-
ciated with the frequency-selective IQ imbalance model, and

μRx(f)=

((
1+εRx

2

)
gI(f)e

−jφRx+

(
1−εRx

2

)
gQ(f)e

jφRx

)
,

(7a)

ξRx(f)=

((
1+εRx

2

)
gI(f)e

jφRx−
(
1−εRx

2

)
gQ(f)e

−jφRx

)
.

(7b)
Here f = 0, · · · , F − 1 and F is the length of the impulse
responses of the imperfect filters gI(f) and gQ(f) on the I
and Q branches4, and εRx and φRx represent the gain and

3Note that in cellular communication systems, τmax depends on the cell
radius and does not depend on the user index k [6].

4The frequency-selective IQ imbalance at the receiver primarily caused by
imperfections in base-band and RF chains (including analog filters, amplifiers,
mixers, and digital-to-analog converter) is typically modeled by filters [7].
Such filters for the I and Q branches of the receive antenna are denoted by
gI(f) and gQ(f), f = 0, 1, · · · , F − 1. Note that this does not depend on
the user index k.

phase imbalance at the receiver, respectively.
The goal of the receiver is to recover the transmitted

information of K users. It is clear that this requires knowledge
of the transmit IQ imbalance, the propagation delay, and CIR
for each user, and the receive IQ imbalance. In order to solve
the problem, we reformulate the previous equations. By using
(3) and (6), and after simple mathematical manipulations, we
can write

r=
K−1∑
k=0

([
01×τ (k) �x(k)

]
⊗ �

(k)
0 +

[
01×τ (k) �x(k)∗

]
⊗�(k)1

)
+w′,

(8)
where w′ is the noise contribution and

�
(k)
0 = α

(k)
TxμRx ⊗ h(k) + β

(k)∗
Tx ξRx ⊗ h(k)∗, (9a)

�
(k)
1 = β

(k)
Txμ

∗
Rx ⊗ h(k)∗ +α

(k)
Txξ

∗
Rx ⊗ h(k). (9b)

One can show that (8) can be written in a matrix form as

r =
K−1∑
k=0

(
S
(k)

τ (k)�
T (k)
0 + S

(k)∗
τ (k)�

T (k)
1

)
+w′, (10)

where the subscript T denotes the vector transpose and

S
(k)

τ (k) =

⎡⎣ 0τ (k)×(L+F−1)

S(k)

0
(
τmax − τ (k) + L+ F − 2

)× (L+ F − 1)

⎤⎦ .

(11)
Here 0β1×β2 denotes the all-zero matrix of size β1 × β2 and
S(k) is an (M(N + v) + L+ F − 2)× (L+ F − 1) Toeplitz
matrix constructed as

S(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
(k)
0 0 0 0 0

x
(k)
1 x

(k)
0 0 0 0

x
(k)
2 x

(k)
1 x

(k)
0 0 0

...
...

...
...

...
x
(k)
c x

(k)
c−1 x

(k)
c−2 · · · x

(k)
c−L−F−2

0 x
(k)
c x

(k)
c−1 · · · x

(k)
c−L−F−1

...
...

...
...

...

0 0 0 0 x
(k)
c

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (12)
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[
ĥ(0)
eq , · · · , ĥ(K−1)

eq , τ̂ (0), · · · , τ̂ (K−1)
]

= arg max
h

(0)
eq ,···,h(K−1)

eq ,τ (0),···,τ (K−1)

(14)

log
{
Pr

(
r
∣∣∣h(0)

eq , · · · ,h(K−1)
eq , τ (0), · · · , τ (K−1)

)
Pr

(
r
∣∣∣h(0)

eq , · · · ,h(K−1)
eq , τ (0), · · · , τ (K−1)

)
=

∑
Υ

(0)

τ(0)
,···,Υ(K−1)

τ(K−1)

Pr
(
r
∣∣∣Υ(0)

τ (0) , · · · ,Υ(K−1)

τ (K−1) ,h
(0)
eq , · · · ,h(K−1)

eq

)
(15)

× Pr
(
Υ

(0)

τ (0) , · · · ,Υ(K−1)

τ (K−1)

)
Pr

(
r
∣∣∣Υ(0)

τ (0) , · · · ,Υ(K−1)

τ (K−1) , · · · ,h(0)
eq , · · · ,h(K−1)

eq

)
∝
⎛⎝− 1

σ2
n

(
r−

K−1∑
k=0

Υ
(k)

τ (k)h
(k)
eq

)H (
r−

K−1∑
k=0

Υ
(k)

τ (k)h
(k)
eq

)⎞⎠ (16)

__________________________________________________________________________________________________

where c = M(N + v)− 1 and
{
x
(k)
i

}c

i=0
are the elements of

the transmitted frame of user k, �x(k), given in (2). Further-
more, (10) can be simply expressed as

r =
K−1∑
k=0

Υ
(k)

τ (k)h
(k)
eq +w′, (13)

where Υ
(k)

τ (k) =
[
S
(k)

τ (k) S
(k)∗
τ (k)

]
and h

(k)
eq =

[
�
(k)
0 �

(k)
1

]T
.

By using these transformations, we can estimate the overall
CIR, h

(k)
eq , as a single parameter, instead of estimating five

parameters,
[
α

(k)
Tx β

(k)
Tx ,μRx ξRx h

(k)
]
, for each user. We

will show in Section IV that proper data detection can be
performed if estimates of h(k)

eq and τ (k) are available.

III. ESTIMATION ALGORITHM

The ML estimates of h
(k)
eq and τ (k), k = 0, 1, · · · ,K − 1,

are obtained by maximizing the log-likelihood function given
in (14), where Pr (♦|♥) is defined as the probability density
function of ♦ given ♥, and ♦̂ denotes the estimated value of
♦. Evaluation of Pr

(
r
∣∣∣h(0)

eq , · · · ,h(K−1)
eq , τ (0), · · · , τ (K−1)

)
requires averaging over all transmitted data symbols as in
(15). Using (13), one can write (16), where the superscript
H denotes the Hermitian transpose and σ2

n is the additive
white Gaussian noise (AWGN) variance. Here we follow the
common assumption associated with most of the IQ estimation
algorithms found in the literature that the noise, after being
subject to the receive frequency-dependent IQ imbalance, is
approximately treated as being zero-mean white Gaussian with
variance σ2

n (e.g., [24]–[26]).
As one can observe from (14), (15), and (16), finding the

ML estimate is intractable in practice, because it requires the
averaging over all possible transmitted data sequences and
the maximization over a large dimensional parameter set. For
multi–dimensional parameter estimation, the SAGE algorithm
[22] provides an iterative solution to find the ML estimate
in the presence of nuisance parameters. In the following, we
give a brief outline of the SAGE algorithm and apply it to
the observation vector, r, to estimate the overall CIRs and the
propagation delays of the K users.

A. Basic Principle

In many statistical problems, direct maximization of the
ML likelihood function is often analytically challenging. The

expectation-maximization (EM) algorithm can provide the ML
solution with a comparatively simpler iterative procedure. The
EM algorithm iteratively alternates between an E-step, calcu-
lating the log-likelihood function of the complete data5, and an
M-step, maximizing the expectation with respect to unknown
parameters [27]. The parameter estimates are updated at each
iteration, and the process continues until no significant changes
in the updates are observed. The convergence of the EM
algorithm is notoriously slow, especially for multidimensional
parameter estimation, due to the simultaneous updating nature
of the M-step. Thus, a large number of iterations may be
required to achieve an acceptable performance.

The SAGE algorithm has been proposed in [22] to improve
the convergence rate of the EM algorithm for multidimen-
sional parameter estimation. Instead of estimating all param-
eters at once, the SAGE algorithm breaks up the parameters
into several non-overlapped sets (subspaces) and employs the
EM algorithm to sequentially update each set.

Mathematically, assume we want to estimate θ, which
contains many parameters, from an observation r̄ in the
presence of nuisance parameters. We break up θ into K non-
overlapping subsets

{
θ(0), θ(1), · · · , θ(K−1)

}
, where θ(k) ⊆ θ,

and θ(k)
.
= θ \ θ(k) (θ(k) is the compliment of θ(k), such that

θ(k) ∪ θ(k) = θ). Starting from an initial parameter estimate{
θ(0)(0), θ(1)(0), · · · , θ(K−1)(0)

}
, SAGE iterates between an

expectation (E) step and a maximization (M) step as follows.
1) Select a parameter subset θ(k) to be updated while the

estimate of θ(k) is left unchanged;
2) The E-step computes (17), where E and λ denote the

statistical average and the λth iteration, respectively,
Ψ(k) is the missing data that corresponds to θ(k), and
u(k) is the observed data corresponding to the subset
θ(k).

3) The M-step is now given by⎧⎨⎩ θ̂(k) (λ+ 1) = arg maxθ(k)

{
Q
(
θ(k)

∣∣∣θ̂ (λ)
)}

θ̂k (λ+ 1) = θ̂k (λ)
.

(21)
Repeat steps 1, 2, and 3 for all possible parameter subsets.
Convergence of the SAGE algorithm is assured in the sense
that the likelihood of the estimates is non-decreasing [22].

5The complete data includes the observed (incomplete) data and unobserved
(missing) data.
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Q
(
θ(k)

∣∣∣θ̂ (λ)
)

= EΨ(k)

[
log Pr

(
u(k)

∣∣∣Ψ(k), θ(k)
)∣∣∣u(k), θ(k)(λ)

]
(17)

=

ˆ
Ψ(k)

log Pr
(
u(k)

∣∣∣Ψ(k), θ(k)
)
Pr

(
Ψ(k)

∣∣∣u(k), θ(k)(λ)
)
dΨ(k)

E
[
x
(k)
m (n)

∣∣∣ z(k), ĥ(k)
eq (λ), τ̂ (k)(λ)

]
= 1√

N

P−1∑
p=0

E
[
d
(k)
m (p)|z(k), ĥ(k)

eq (λ), τ̂ (k)(λ)
]
ej2πnu

(k)(p)/N (18)

E
[
d(k)m (p)| z(k), ĥ(k)

eq (λ), τ̂ (k)(λ)
]
=

∑
�∈Ω

� × Pr
(
d(k)m (p) = �

∣∣∣z(k), ĥ(k)
eq (λ), τ̂ (k)(λ)

)
(19)

Pr
(
z(k)|Υ(k)

τ (k) ,h
(k)
eq

)
=

1

(πσ2
n)

Lr
exp

(
−
∥∥∥z(k) −Υ

(k)

τ (k)h
(k)
eq

∥∥∥2 /σ2
n

)
(20)

__________________________________________________________________________________________________

Λ
(
v(k)m (g) = b

)
=

∑
d
(k)
m (p)∈Ψ(g,b)

Pr
(
d(k)m (p) | R(k)

m (u(k)(p)),H(k)(u(k)(p))
)

(29)

=
∑

d
(k)
m (p)∈Ψ(g,b)

∑
d
(k)
m (p′)

Pr
(
D(k)

m (p, p′)
∣∣∣R(k)

m (u(k)(p)),H(k)(u(k)(p))
)

Pr
(
D(k)

m (p, p′)
∣∣∣R(k)

m (u(k)(p)),H(k)(u(k)(p))
)

= (30)

Pr
(
R

(k)
m (u(k)(p))

∣∣∣D(k)
m (p, p′),H(k)(u(k)(p))

)
Pr

(
D

(k)
m (p, p′)

)
Pr

(
R

(k)
m (u(k)(p))

∣∣H(k)(u(k)(p))
)

Pr
(
R(k)

m (u(k)(p))
∣∣∣H(k)(u(k)(p))

)
=

∑
D

(k)
m (p,p′)

Pr
(
R(k)

m (u(k)(p))
∣∣∣D(k)

m (p, p′),H(k)(u(k)(p))
)

(31)

× Pr
(
D(k)

m (p, p′)
)

Pr
(
R(k)

m (u(k)(p))
∣∣∣D(k)

m (p, p′),H(k)(u(k)(p))
)
=

1

π2σ4
n

e−‖R(k)
m (u(k)(p))−D(k)

m (p,p′)H(k)(u(k)(p))‖2/σ2
n (32)

__________________________________________________________________________________________________

B. Proposed Estimation Algorithm

Now coming back to our case study, we make the
following associations θ(k) ←→

[
h
(k)
eq , τ (k)

]
, i.e., we

estimate the overall CIR and propagation delay for
one user at a time. Starting from an initial estimate,[
ĥ
(0)
eq (0), · · · , ĥ(K−1)

eq (0), τ̂ (k)(0), · · · , τ̂ (k)(0)
]

and applying
the SAGE algorithm to the problem under consideration yields
the following iterative procedure at iteration λ+ 1:

1) Select user k for which the estimates of the overall CIR
and the propagation delay must be updated.

2) We define z(k) as the received signal corresponding to
user k which is obtained by performing time-domain
multiple access interference cancellation to remove the
contributions from all users except user k from the total
received signal. Mathematically, we can write

z(k) = r−
K−1∑

k′=0,k′ �=k

Υ̃
(k′)
τ̂ (k)(λ)ĥ

(k′)
eq (λ), (22)

and Υ̃
(k′)
τ̂ (k)(λ) is obtained by replacing each entry

in Υ
(k′)
τ̂ (k)(λ)

with the corresponding a posteriori ex-

pectation. Equation (1) tells us that the a poste-
riori expectation of the transmitted sample x

(k)
m (n)

can be expressed as in (18) and (19). In the next
section, we will show how the detector can com-
pute Pr

(
d
(k)
m (p) = �

∣∣∣z(k), ĥ(k)
eq (λ), τ̂ (k)(λ)

)
. Based

on (13) and (22), one can write (20) ,where Lr is
the length of z(k). From (17) and (20), and dropping
irrelevant terms, it can be shown that

Q
(
h
(k)
eq , τ (k)

∣∣∣ ĥ(k)
eq (λ), τ̂ (k)(λ)

)
∝

2�
(
z(k)H

˜
Υ

(k)

τ (k)h
(k)
eq

)
− h

(k)H
eq

˜
Υ

(k)H

τ (k) Υ
(k)

τ (k)h
(k)
eq ,

(23)
where � (♦) is the real part of a complex number ♦,
˜
Υ

(k)

τ (k) = E
Υ

(k)

τ(k)

[
Υ

(k)

τ (k)

∣∣∣ z(k), ĥ(k)
eq (λ), τ̂ (k)(λ)

]
, and

˜
Υ

(k)H

τ(k) Υ
(k)

τ(k)=EΥ
(k)

τ(k)

[
Υ

(k)H

τ(k) Υ
(k)

τ(k)

∣∣∣ z(k), ĥ(k)
eq (λ), τ̂ (k)(λ)

]
.

Assuming data symbols are uncorrelated, then one

can show that
˜

Υ
(k)H

τ (k) Υ
(k)

τ (k) can be approximated by
˜
Υ

(k)H

τ (k)

˜
Υ

(k)

τ (k) .
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3) M-step: now we update the estimates of h
(k)
eq and τ (k)

as [
ĥ
(k)
eq (λ+ 1), τ̂ (k)(λ+ 1)

]
=

arg max
h

(k)
eq ,τ (k)

{
Q
(
h
(k)
eq , τ (k)

∣∣∣ĥ(k)
eq (λ), τ̂ (k)(λ)

)}
.

(24)
For each value of τ (k), the estimate of h

(k)
eq can be

found in closed form by maximizing (23) as

ĥ(k)
eq (λ+ 1, τ (k)) =

(
˜

Υ
(k)H

τ (k) Υ
(k)

τ (k)

)−1
˜
Υ

(k)H

τ (k) z(k).

(25)
Using (23), (24), and (25), the estimated delay τ (k) can
be obtained by using a one-dimensional linear search as

τ̂ (k)(λ+ 1) = argmax
τ (k){

−h(k)H
eq (λ+ 1, τ (k))

˜
Υ

(k)H

τ (k) Υ
(k)

τ (k)h
(k)
eq (λ+ 1, τ (k))

+2�
(
z(k)H

˜
Υ

(k)

τ (k)h
(k)
eq (λ + 1, τ (k))

)}
.

(26)
Finally, the estimated channel taps

ĥ(k)
eq (λ+ 1) = ĥ(k)

eq (λ+ 1, τ̂ (k)(λ+ 1)), (27)

can be obtained by replacing τ (k) by τ̂ (k)(λ+1) in (25).
4) The previous steps are repeated for all users during the

iteration process.
The following remarks are of interest:

• Every time we update h
(k)
eq and τ (k), we need

to re-compute the a posteriori probabilities
Pr

(
d
(k)
m (p)

∣∣∣z(k), ĥ(k)
eq (λ), τ̂ (k)(λ)

)
. This requires

resetting the BICM detector and performing many
detection iterations. We use the embedded estimation
procedure [28] to avoid this overhead: when the
parameters h

(k)
eq and τ (k) are updated, the BICM

detector is not reset, but keeps the extrinsic and a
priori probabilities from the previous iteration of the
BICM detector. In this case, the overhead related to
the proposed SAGE estimation algorithm becomes
reasonable.

• The initial values for the propagation delays and CIRs
can be estimated from (26) and (27) by using the entries
in (12) corresponding to the contribution of the pilot
symbols only.

IV. PROPOSED DETECTOR

As one can observe from (19), computing
E
[
d
(k)
m (p)|z(k), ĥ(k)

eq (λ), τ̂ (k)(λ)
]

is essential for the
estimator. In this section, we show how the proposed detector
computes this probability. Furthermore, we illustrate how the
estimate of heq and τ (k) can be used in the detection process.
Unlike the existing literature of OFDMA in which the IQ
effect is seen as a source of performance degradation and
equalization to remove the IQ effect is required, our proposed
detector exploits this unwanted effect to provide a diversity
gain, without the necessity of an additional equalizer. For
notation simplicity, we drop the superscriptˆand the iteration
index λ from the channel coefficients.

The conceptual block diagram of the proposed detector and
channel estimator at the base station is shown in Figure 2.
As the users have different locations, each user undergoes
a different propagation delay. This leads to a loss of sub-
carrier orthogonality, which translates into MAI and results
in a degradation of the performance [6]. Therefore, we must
remove the MAI in the time domain, as shown in (22). After
MAI cancellation, we switch to the frequency domain to
perform single user data detection. To perform data detection
for user k, the base station splits its corresponding signal z(k),
given in (22), into M blocks, discards the first ν samples of
each block, and takes an N -point FFT of the result. We can
write the

{
u(k)(p)

}
th bin of the FFT of the mth OFDMA

block as

R(k)
m (u(k)(p)) = d(k)m (p)H

(k)
0 (u(k)(p)) (28)

+ d(k)∗m (p′)H(k)∗
1 (−u(k)(p))

+ W (k)
m (u(k)(p)),

where H
(k)
0 (♦) and H

(k)
1 (♦) are the ♦th output of the N -

point FFT of �
(k)
0 and �

(k)
1 respectively, d(k)m (p′) is the data

symbol on the sub-carrier −u(k)(p), and W
(k)
m (♦) is the noise

contribution which includes a thermal noise component as
well as the MAI at the first iteration or residual (uncanceled)
MAI at every subsequent iteration. The received symbol
R

(k)
m (u(k)(p)) and its conjugate mirror R

∗(k)
m (−u(k)(p)) can

be written in a matrix form as

R(k)
m (u(k)(p)) = H(k)(u(k)(p))D(k)

m (p, p′) +W(k)
m (u(k)(p)),

(33)
where
R

(k)
m (u(k)(p)) =

[
R

(k)
m (u(k)(p)), R

(k)
m (−u(k)(p))

]T
,

D
(k)
m (p, p′) =

[
d
(k)
m (p), d

∗(k)
m (p′)

]T
,

W
(k)
m (u(k)(p)) =

[
W

(k)
m (u(k)(p)), W

(k)
m (−u(k)(p))

]T
, and

H(k)(u(k)(p)) =

[
H

(k)
0 (u(k)(p)) H

∗(k)
1 (−u(k)(p))

H
(k)
1 (u(k)(p)) H

∗(k)
0 (−u(k)(p))

]
.

Following [29]–[32], the bit metric, Λ
(
v
(k)
m (g) = b

)
, can

be computed as in (29), where the subset Ψ(g, b) ={
μ
([

v
(k)
m (0), v

(k)
m (1), · · · , v(k)m (G− 1)

]
| v(k)m (g) = b

)}
,[

v
(k)
m (0), v

(k)
m (1), · · · , v(k)m (G− 1)

]
are the G bits

corresponding to the symbol d
(k)
m (p), μ is the labeling

map, g = 0, 1, · · · , G− 1, and b = 0, 1. Based on the Bayes’
theorem, we obtain (30), (31), and (32). Assuming that
d
(k)
m (p) and d

(k)
m (p′), p �= p′, are statistically independent,

Pr
(
D

(k)
m (p, p′)

)
can be expressed as

Pr
(
D(k)

m (p, p′)
)
= Pr

(
d(k)m (p)

)
Pr

(
d(k)m (p′)

)
. (34)

After de-interleaving, the bit metrics are passed to the de-
coder to provide the a posteriori probabilities of the coded
bits. These probabilities are interleaved and forwarded to the
symbol a posteriori computation unit. Assuming that v(k)m (0),

v
(k)
m (1), · · · , v(k)m (G − 1) are independent by using a good

interleaver, the symbol a posteriori probability Pr
(
d
(k)
m (p)

)
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Fig. 2. Proposed detector and channel estimator at the base station.

can be computed as

Pr
(
d(k)m (p)

)
=

G−1∏
g=0

Pr
(
v(k)m (g)

)
. (35)

These a posteriori symbol probabilities are provided to the
proposed estimator and MAP algorithms as a priori infor-
mation, as indicated in (19) and in (30), respectively. At the
last iteration, the final decoded outputs are the hard decisions
based on the a posteriori probabilities.

V. COMPUTATIONAL COMPLEXITY ANALYSIS

In this section, we provide a computational complexity anal-
ysis of the proposed SAGE-based estimation algorithm and
the proposed detector. The computational cost is evaluated in
terms of the number of floating operations (flops) required for
estimation and detection, with the multiplication and addition
of two complex numbers requiring 6 and 2 flops, respectively
[33]6. In addition, we assume that the N -point FFT algorithm
requires 5N log2(N) flops [34], multiplication of two complex
matrices whose dimensions β1 × β2 and β2 × β3 requires
8β1β2β3 flops, addition/subtraction of two complex matrices,
each has dimension of β1 × β2, requires 2β1β2 flops, and
the inverse of a complex matrix with dimension β2 × β2

needs β3
2 flops [33]. Applying these into (22) - (27), one can

6Floating-point operations include any operations that involve fractional
numbers.

compute the number of flops, Cest, per iteration per user of
the proposed estimation algorithm of section (III) as

Cest = 2β1 + 8 (K − 1)β1β2 + 5 (K − 1)χβ1β2log2N

+ τmax

(
β3
2 + 16β2

2 + 24β1β2 + 8β1 + 8β2

)
, (36)

where χ is the modulation order, β1 = M(N + ν)+L+F +
τmax − 2, and β2 = 2 (L+ F − 1). For practical values of
the system parameters, we can approximate β1 as MN and
β2 as 2 (L+ F ). Taking into account that β1 � β2, Cest can
be approximated by

Cest ≈ 5 (K − 1)χβ1β2log2N (37)

≈ 10 (K − 1) (L+ F )χMN log2N.

A more detailed view of the computational complexity anal-
ysis of the proposed estimation algorithm is given in Table I.
Note that each N + ν elements of Υ

(k)

τ (k) , whose dimension
β1 by β2, results from a single FFT process and requires
5χN log2N flops as indicated in (18) and (19). Thus, in case of
N � ν, Υ(k)

τ (k) requires approximately 5χβ1β2log2N flops. In
addition, the complexity of (27) is τmax times the complexity

of (25). We also notice that

(
˜

Υ
(k)H

τ (k) Υ
(k)

τ (k)

)−1

is a common

factor in (25) and (26), therefore this factor can be computed
once; its complexity is included in (26).

Existing technology appears to be adequate for the prac-
tical implementation of the algorithm. For example, field
programmable gate arrays (FPGAs) can readily achieve several
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TABLE I
COMPUTATIONAL COMPLEXITY OF THE PROPOSED ESTIMATION ALGORITHM PER ITERATION PER USER.

Computation Complexity (flops per iteration per user)

Υ̃
(k)

τ(k) 5χβ1β2log2N(
˜

Υ
(k)H

τ(k) Υ
(k)

τ(k)

)−1

8β1β2 + β3
2

Interference cancellation, (22) 2β1 + 8 (K − 1) β1β2 + 5 (K − 1)χβ1β2log2N
Timing update, (26) τmax

(
8β1β2 + β3

2 + 8β1 + 8β1β2 + 8β2 + 8β2
2

)
Channel update, (27) τmax

(
8β1β2 + 8β2

2

)
Gigaflops per second [35], [36] provided the potential paral-
lelism is effectively exploited, and highly optimized FPGA
implementations of the FFT are available. Consider M = 10,
N = 64, χ = 4, K = 4, L = 4, F = 2, and FPGA with
5 Gigaflops per second, this provides Cest = 3686400 flops
which leads to a computation time of 0.7 ms. Obviously, this
processing time appears possible for practical implementation.

Following a similar approach, one can obtain the number
of flops per iteration per user, Cdet, required for the proposed
detector as

Cdet = 46χlog2χ+�′,

where the first term results from the computational complexity
of the proposed demapper, shown in (29), and the second term,
�′, refers to the number of flops required for the decoder
and interleaver; this depends on the code parameters such as
constraint length, code rate, and generator polynomial. One
can easily compute the numbers of flops for the traditional
demapper (the demapper as if there is no IQ imbalance) given
in [32] as 14log2χ flops. Taking into account that �′ is
common to the proposed detector and the traditional detector,
the complexity of the proposed detector exceeds the traditional
one by (46χ− 14) log2χ flops. In practice, this increase in
complexity is not an issue with the existing technology. For
example, if we consider χ = 4 with FPGA of 5 Gigaflops
per second, an increase in computation time of 68 ns appears
negligible in practice.

VI. SIMULATION RESULTS

To validate the proposed detection and estimation algo-
rithms, we have carried out Monte Carlo simulations. We
considered a BICM-OFDMA system, using a convolutional
code with constraint length 5, rate R = 1/2 and polynomial
generators (23)8 and (35)8. The interleaved sub-carrier assign-
ment was used. The number of sub-carriers was N = 256, the
cyclic prefix was ν = 16, the number of users was K = 4,
and the number of sub-carriers assigned for each user was
V = N

K = 64. For each user, a block length of Nb = 1416
information bits was chosen, leading to Nc = 2832 coded bits.
The coded bits were mapped onto a 16-QAM constellation
resulting in Nd = 708 data symbols. Pilots symbols of
length Np = 60 were appended for initial channel parameter
estimation. This sequence of Nd + Np = 768 (16-QAM)
symbols was broken up into M = 12 blocks of P = 64 (16-
QAM) symbols per block. The maximum number of sample-
spaced channel taps among all channels, L, was eight. Each
link between user k and the base station was modeled with
independent components,

{
h(k)(l)

}
, each being a zero-mean

complex Gaussian random variable with an exponential power
delay profile:

σ2
AB(l) = ΞAB exp (−l/5) , l = 0, . . . , LAB − 1 (38)

where LAB was randomly chosen between 1 and L, and ΞAB

was chosen such that the average energy per sub-carrier was
set to Esc. For the links between user 1, user 2, user 3,
user 4 and the base station, Esc was 1, 1.05, 0.95, and 1.1,
respectively. The maximum propagation delay was τmax = 30.
Frequency-flat and frequency-selective IQ imbalance models
are used at the transmitters and receiver, respectively. In
the latter model, the time-domain impulse responses of the
imperfect filters in the I and Q branches are chosen as three-
taps (F = 3) 4th-order Chebyshev filter of type one. The IQ
parameters are ε

(1)
Tx = 0.2, ε(2)Tx = 0.4, ε(3)Tx = 0.3, ε(2)Tx = 0.15,

φ
(1)
Tx = 4o, φ(2)

Tx = 6o, φ(3)
Tx = 1o, φ(4)

Tx = 5o , εRx = 0.35, and
φRx = 2.5o.

To show the validity of the proposed detection algorithm,
we first consider perfect channel knowledge at the receiver
in the case of synchronous users7, i.e., the users’ signals
are aligned in time. Figure 3 illustrates the bit-error-rate
(BER) performance for the proposed detector as a function
of Eb/N0, where Eb and N0 are the energy per bit and
noise power spectral density, respectively. For the sake of
comparison, we also show the BER in the case of perfect
estimation and compensation for the IQ imbalance8, and that
with no compensation for the IQ imbalance. These results are
obtained at iteration 7. As one can observe, if not compensated
for, the IQ imbalance will result in an unacceptable BER
performance. Our proposed detector that beneficially exploits
the IQ imbalance, results in a diversity gain of about 3 dB at
high Eb/N0 values compared to the case of perfect estimation
and compensation of IQ parameters. Note that the source of
the diversity gain is the transmit IQ, not the receive IQ. This
is because the transmit IQ imbalance leads to transmit the
useful information through two components as in shown in
(3) while the receive IQ affects the useful component and
noise component in the same way.

Next, we consider joint channel and IQ imbalance estima-
tion in the case of synchronous users. Figure 4 shows the
mean square error (MSE) of the overall CIRs as a function
of Eb/N0. Furthermore, the MSE of an estimator which has
perfect knowledge of all data symbols is also included. This
serves as a lower bound on the MSE performance. As can be
observed, an improvement of the MSE is iteratively achieved.
The SAGE estimator is able to achieve the lower bound at
high Eb/N0 values after three iterations.

Figure 5 shows the BER performance of the proposed
detector in conjunction with the SAGE-based estimation algo-

7Note that the base station can send back timing information to the users
so that they can adjust their start times thereby ensuring that all incoming
signals arrive at the base station at the same time.

8The BER of the case of perfect estimation and compensation for IQ
imbalance is the BER of the case as if there is no IQ imbalance, i.e.,
α

(k)
Tx = 1, β(k)

Tx = 0, μRx = 1, and ξRx = 0, ∀k ∈ {0, · · · , K − 1}.
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Fig. 4. MSE performance enhancement with the proposed SAGE algorithm.

rithm in the case of synchronous users. As can be observed,
when performing data-aided channel estimation (i.e., the first
iteration), the BER degradation is unacceptable as compared to
the case of perfect estimation. The code-aided estimator is able
to reduce this degradation to around 0.4 dB after 7 iterations.
This can be explained as follows. In the first iteration, since the
estimation process is based on a few pilots, the reliability of
the soft information provided by the detector is low. However,
when the number of iterations increases, the reliability of the
estimation and data detection improves, as more information
is employed compared to the first iteration.

Next, we consider joint propagation delay and overall chan-
nel estimation. Figure 6 depicts the probability mass function
(PMF) of τ (1)Δ = τ̂ (1) − τ (1) for the propagation delay of the
first user at Eb/N0 = 20 dB. Here we consider the first user
(k = 1) as an asynchronous (new) user and the other three
users are synchronous users. The propagation delays τ (k) are
fixed to 22, 18, 18, 18 for k = 1, 2, 3, 4, respectively, and the
reference propagation delay is 18. As one can observe from
the figure, the proposed estimation algorithm achieves a good
performance; the PMF is almost one for τ (1)Δ = 0 at the fifth
iteration.

Figure 7 shows the corresponding BER performance. Note
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Fig. 5. BER performance of the proposed data detection algorithm in
conjunction with the proposed estimation algorithm.
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Fig. 6. PMF of the propagation delay error of the first user at Eb/N0 = 20
dB.

that for the asynchronous user, we estimate the propagation
delay and the overall CIR, and for the other three synchronous
users, we only estimate the overall CIRs. As can be observed,
an impressive performance gain results from exploiting the
available soft information from the iterative decoder in the
proposed estimator; only 0.8 dB BER performance loss occurs
with respect to the BER performance of the case where the
IQ imbalance is exploited as a beneficial resource and the
receiver has perfect knowledge of the CIRs, IQ imbalance,
and propagation delays.

Figure 8 shows the BER performance of the proposed
detector in conjunction with the SAGE-based estimation al-
gorithm as a function of the number of asynchronous users
at Eb/N0 = 20 dB. In this figure, the total number of
users, K = 4, is the sum of the number of synchronous and
asynchronous users, and their propagation delays {τ (k)} are
fixed to 22, 25, 28, 18 for k = 1, 2, 3, 4, respectively, and the
reference propagation delay is 18. The results indicate that
the BER performance slightly increases with the number of
asynchronous users. This is because increasing the number
of asynchronous users increases the MAI, which degrades
the BER performance. In addition, we observe a significant
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Fig. 7. BER performance of the proposed data detection algorithm in
conjunction with the proposed estimation algorithm, one asynchronous user
and three synchronous users.
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performance improvement resulting from iterating between the
proposed detector and estimator.

VII. CONCLUSION

We have proposed a SAGE-based algorithm for the problem
of estimating the channel impulse response and both transmit-
ters and receiver IQ imbalance for uplink asynchronous trans-
mission of BICM-OFDMA systems. Furthermore, we have
developed a novel demapper by exploiting the IQ imbalance
as a beneficial resource to achieve a diversity gain, without
the necessity of an additional equalizer. Results indicate that
the BER performance of the proposed detector in conjunction
with the proposed estimation algorithm is close to the BER
of the perfect known parameters case with a diversity gain
resulting from the IQ imbalance. Our proposed approach has
several advantages:

• The proposed estimation algorithm exploits the iterative
nature of the BICM decoder; the soft information re-
sulting from the detector can be iteratively exploited to
improve the estimation process. In addition, it can be

employed with any detector as long as the detector is
able to compute the a posteriori probabilities of the data
symbols.

• The proposed estimation algorithm can be used instead of
different independently operating algorithms to estimate
the transmit and receive IQ imbalance for each user,
to estimate the channels and propagation delays, and
to perform equalization for the transmit and receive IQ
imbalance, with acceptable computational cost.

• The proposed estimation algorithm is suitable for asyn-
chronous transmission.

• The proposed detector achieves a diversity gain from the
IQ imbalance, while maintaining approximately the same
computational cost as the traditional detector that does
not take into account the presence of the IQ imbalance.
In addition, it requires neither channel equalization nor
transmit and receive IQ imbalance equalization; this
significantly saves processing time.

Although the proposed approach has proved itself as an
efficient technique for handling the IQ imbalance, it has its
own challenge:

• The estimation algorithm requires a quasi-static channel
over the transmitted frame duration. Further research is
required to modify the algorithm in order to fit time-
varying channels.
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