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Abstract— Although ultra wideband (UWB) positioning is
considered as one of the most promising solutions for indoor
positioning due to its high positioning accuracy, the accuracy
in situations with a large number of users will be reduced
because the time between two UWB position updates can be
very high. To obtain a position estimate in between these updates,
we can combine the UWB positioning with a different technology,
e.g., an inertial measurement unit (IMU) that captures data
from an accelerometer, gyroscope, and magnetometer. Previous
research using the IMU outputs for location-based services
employs the periodic behaviour of the accelerometer signal to
count steps. However, most of these algorithms require extensive
manual tuning of multiple parameters to obtain satisfactory
accuracy. To overcome these practical issues, step counting algo-
rithms using machine learning (ML) principles can be developed.
In this paper, we consider accelerometer-based step counters
using ML. As the performance and complexity of such algorithms
depend on the features used in the training and inference phase,
proper selection of the employed features is important. Therefore,
in this paper, we propose a novel feature selection algorithm,
where we first rank the features based on their Bhattacharyya
coefficients and then systematically construct a subset of these
ranked features. In this paper, we compare three ranking
approaches and apply our algorithm to different ML algorithms
employing an experimental set. Although the performance of
the evaluated combinations slightly varies for different ML
algorithms, their performance is comparable to state-of-the-art
step counters, without the need to tune parameters manually.

Index Terms—Step counter, feature selection, machine learn-
ing, accelerometer.

I. INTRODUCTION

N THE last decade, much research effort was devoted

to accurate indoor positioning technologies to be used in
various location-based services (LBS) that require a precise
location estimate, e.g. navigation in shopping centres, hospi-
tals or airports, and asset tracking. A promising technology
is ultra wideband (UWB) [1]-[4], which is able to achieve
an accuracy of the order of tens of centimetres. However,
a problem with UWB-based positioning is that only one user
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Fig. 1. Snippet of the acceleration magnitude (in g).

at a time can range with an anchor, so that if a large number
of users want to know their location, the time interval between
two UWB updates can be large. To obtain an estimate of
the location between these updates, other technologies can
be used. A promising approach is to use the sensors that are
available in mobile devices, such as the inertial measurement
unit (IMU) and combine the measurements of the IMU and
UWB to obtain a hybrid positioning algorithm using sensor
fusion. Depending on the level of cooperation between the
IMU and UWB sensors, the complexity of such a sensor fusion
algorithm can be very high. To obtain an approach with accept-
able complexity, the cooperation between the IMU and UWB
sensors can be kept low: the UWB position measurement is
used as prior information to the IMU positioning algorithm,
and until a new UWB measurement is available, the IMU takes
over to track the user.

The IMU is able to measure the motion and orientation of
a mobile device and can be used e.g. in a pedometer to count
the number of steps taken by a user, or in a People Dead
Reckoning application [5]-[7], which is an indoor localization
technique that combines the number of detected steps with
their length and orientation to track a user. In these applica-
tions, the IMU signal is evaluated to detect the number of steps
taken by a walking user, which is obtained by employing the
temporal variation in the acceleration vector. This temporal
variation is caused by the differences in acceleration when
the heel makes contact with the floor, when the leg makes
a swing, or when the user stands still. The resulting accel-
eration signal for a walking user exhibits a periodic pattern,
as illustrated in Figure 1. This figure shows a snippet! of the

n this paper we will use the term snippet for a short fragment, i.e. with
a length of a few seconds, of the measured acceleration.
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magnitude of the acceleration vector corresponding to four
steps. The repetitive nature of the signal lends itself well to
extract and count steps.

In the literature, several ad hoc algorithms to count the
number of steps using this repetitive nature of the acceleration
can be found. Most of them operate in the time domain,
by detecting the peaks or zero crossings in the measured
signals, e.g. [5], [8]-[11]. However, due to noise and irregular-
ities in the measured signals — successive steps may lead to
strong differences in the measured acceleration — algorithms
that only count peaks or zero crossings in general will result
in large deviations between the number of detected steps
and the real number of steps. To improve the performance,
additional constraints were added to the algorithms, such as,
only detecting peaks above an amplitude threshold, or setting
temporal thresholds to avoid that noise, resulting in multiple
zero crossings in a short time interval, is translated into
multiple steps. A comparison between several ad hoc step
counters was made in [12]. The authors observed that the
median error rate, i.e. the median of the absolute differences
between the real and detected number of steps, was less
than 3% for all cases, and that the algorithms were more
likely to undercount than overcount. Moreover, all considered
algorithms required extensive tuning of different parameters,
which limits the practical use of the algorithms, as the optimal
parameter settings will be different for every person and
situation. Because of the practical limitations of these ad
hoc algorithms, other algorithms, based on machine learning,
are now being considered and already resulted in a few
commercially available pedometers, e.g. Fitbit and Jawbone.
These step counters all adopt the supervised learning principle,
where the algorithm must learn to fit the input data to an
output, so that the algorithm is able to predict the output when
new data is entered. To this end, the algorithm is provided with
examples of input data together with the desired output during
the training phase. Several supervised learning algorithms
exist, but up to now, only a few have been considered for step
detection and counting. In [13], a step counter was designed
using neural networks taking as input data the magnitude of
the acceleration signal, while in [14], a decision tree based
pedometer was proposed that uses as input several features
from the accelerometer and gyroscope signal. These features
are scalar numbers extracted from the measured data, and the
machine learning algorithm combines the information included
in the features to determine the number of steps. The median
error rates of these algorithms were —0.5% and —6.8%,
respectively, indicating they slightly underestimate the number
of steps. Further in [15], a support vector machine (SVM)
was used to decide whether a measured accelerometer signal
corresponds to one or more steps, or to a situation where
the smartphone measures acceleration that is not caused by
stepping, i.e. they focus on how to detect false steps, but the
algorithm is not used to count the number of steps. Although
some research can be found regarding machine learning step
counters, no comparison between different machine-learning-
based step counters is available.

The complexity of both the training phase and the infer-
ence phase of supervised learning algorithms rises with the
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Fig. 2. Coordinate system smartphone.

number of used features. Therefore, a low-complexity algo-
rithm preferably employs as few as possible features. However,
mindlessly reducing the number of features can strongly affect
the performance of the algorithms. Hence, selecting which
features to be used is a crucial step. In the literature, the
features for machine learning based step counters are selected
in an ad hoc way. To the authors’ best knowledge, the optimal
selection of features for step counters has not been considered
yet. To meet these concerns, we propose in this paper a novel
algorithm to select the features. Although our algorithm is
applied to the feature selection problem in step counters,
the algorithm can easily be extended to select features for
other applications.

The rest of the paper is organised as follows. In Section II,
we define a set of features from which our method will
select the best features. Then, we explain how we use
the Bhattacharyya coefficients to rank the features, and in
Section III, we describe the method to select the final feature
set. In Section IV, we evaluate the performance of the resulting
algorithms and the conclusions will be given in Section V.

II. FEATURE RANKING
A. Feature Extraction From the Accelerometer Signal

Common to all supervised learning algorithms is that they
require as input a set of features. In this paper, we restrict
our attention to data in the form of snippets, captured by the
accelerometer contained in a smartphone, and for each snippet
we extract a set of features. The accelerometer outputs three
signals, corresponding to the acceleration in the x,y and z
direction (see Figure 2). We assume that the smartphone is
handheld in texting position so that the z-axis is approximately
aligned with gravity, i.e. the magnitude of the acceleration in
the z-direction is larger than in the x- and y-direction. We con-
sidered this orientation of the smartphone for convenience of
the processing of the experimental data during the acquisition
phase. However, this assumption is not critical for the proper
action of the proposed feature selection algorithm as long
as sufficient snippets corresponding to different smartphone
orientations are included in the training phase. The signals are
sampled at 100H z. We define the start and end points of a step
as the instants at which the acceleration magnitude crosses 1g,
i.e. the gravitational force, with a positive slope as indicated
in Figure 1. Due to measurement noise in accelerometers,
several crossings may occur for each step. To prevent that
noise will cause multiple crossings with 1g during a step,
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TABLE I
PROPERTIES OF THE USED DATA SET

number of snippets 1538

total time (s) 3055
number of snippets for training | 1230
number of snippets for testing 308
number of steps 4564

0 steps (%) 6.83

1 steps (%) 1.30

2 steps (%) 17.17

3 steps (%) 41.02

4 steps (%) 30.36

5 steps (%) 3.32

we first smoothen the measured acceleration sequences with a
374 order low-pass Butterworth filter. The resulting sequence
of samples

a; = (aX,i7 a}‘,i7 aZ,i)»

where a,; is the i’ h filtered sample of the & component of the
acceleration, a € {x, y, z}, is subdivided in shorter fragments,
i.e. snippets, in order to contain a few steps.

We select the duration of the snippets between one and three
seconds, and the snippets start and end with a 1g magnitude
crossing with positive slope. To train and test our algorithm,
we collected data corresponding to approximately 51 minutes
of walking. This data was converted in 1538 snippets, where
for each snippet, we manually determined the number of steps
contained in the snippet. This approach resulted in snippets
containing zero to five steps. The set of 1538 snippets is
randomly subdivided in two sets, i.e. a training set S; i, that
is used to build a model to predict the number of steps in
a snippet, and a test set S;., that is used to evaluate the
performance of the trained model. In Table I, the properties
of the collected data set are shown.

The supervised learning algorithm predicts the output,
i.e. how many steps are contained in a snippet, by combining
the information contained in the features. To determine which
features are most suitable for step detection, we calculated
for each snippet in our experimental data set a large number
(i.e. 128) of features, including but not limited to the mini-
mum, maximum, mean, variance, and energy of all acceler-
ation components and the acceleration magnitude. For each
snippet, we arrange the features in a vector x;, where i is the
snippet index, i € [1, |Strqinlc] With |Strqinl|c the cardinality
of the training set S;.4in. In the following sections, we will
describe an algorithm to select out of this set of 128 features a
subset of features resulting in the best performance. For some
of the supervised learning algorithms, some pre-processing
is required on the features. More specifically, in algorithms
that are sensitive to scaling of features, e.g. SVM, features
that can take values from a larger range will be considered
as more important. To avoid this problem, features are often
normalised, meaning that each feature is scaled so that the
values of each feature approximately have the same range.
In this paper, this is achieved with

x| = b T Hx (1)

L] Ox,j
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where x; ; is the j" component of the feature vector x;
of snippet i, with j € [1,|xi|c]*> and i € [1,|Sirainlc].
Further u, ; and o, ; are the mean and standard deviation
of the j* feature taken over all snippets in the training data
set Syrqin and x; is the normalised feature vector for snippet i.
If new measurements are carried out, the features derived
from these snippets will be normalised using the mean and
standard deviation that were determined with the training set.
In the remainder of this paper, we will restrict our attention
to normalised features.

B. Bhattacharyya Coefficient

In a supervised-learning-based step counter, the algorithm
must decide to which class a snippet belongs, i.e. how many
steps are contained in the snippet. Because different snippets
correspond to different numbers of steps in different situations,
the features can be modelled as random variables. To decide
which of the 128 features calculated in Section II-A are
suitable for step counting, we need to compare the conditional
distributions® of the feature, assuming the snippet contains
a given number of steps, i.e. the distribution of the feature
conditioned on the class. If the conditional distributions of a
feature for the different classes show noticeable differences,
the feature can contribute to the decision process, while a fea-
ture whose conditional distribution is essentially independent
of the class, is not suitable.

A measure for the similarity between distributions is the
Bhattacharyya coefficient [16]:

1

1
=2
Hj,H;j, i=I
)

where n and n’ correspond to the classes (or the number of
steps in a snippet) of which the conditional distributions need
to be compared, j corresponds to the index of the feature for
which the conditional distributions are compared, H; ,(i) is
the value of the histogram of class n in the i'" bin, H;, =
% ZlNz | Hj (i) is the average of the conditional distribution
of the feature within class n, and N is the number of bins
in the histograms for both classes n and n’. From (2), it is
clear that if the two histograms do not overlap, the coefficient
dBhar,j(n,n") between classes n and n’ will be equal to
one, while if the histograms completely overlap, dppas, j(n, n')
will be zero. Hence, we expect that the best features will
be features with high Bhattacharyya coefficients between the
classes. For each of the 128 features, we determined the
conditional distribution of the feature within each class, and
computed the Bhattacharyya coefficient (2). An example is
illustrated in Table II for two features, i.e. one feature with low
similarities, thus a good feature, and one with high similarities,
thus a bad feature. Further for the two features of Table II,
the histograms for the classes of three and four steps are

chat,j(na I’l/) = |1- Hj,n(i)Hj,n/(i),

2In this paper |x;|c = 128.
3These conditional distributions are determined based on the full experi-
mental data set containing all 1538 snippets.
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TABLE II

BHATTACHARY YA COEFFICIENT dgjiqy, j (1, '), n,n’ € [0, 5] FOR
TwoO FEATURES (a) A GOOD FEATURE AND (b) A BAD FEATURE

[class(steps) [ 0 [ 1T [ 2 [ 3 [ 4 [ 5 |

0 0 0.83 1 1 1 1
1 0.83 0 0.89 | 095 | 0.99 1
2 1 0.89 0 0.73 | 0.90 | 0.93
3 1 095 | 0.73 0 0.64 | 0.81
4 1 0.99 | 0.90 | 0.64 0 0.56
5 1 1 093 | 0.81 | 0.56 0
(@
[class(steps) | 0 | 1 [ 2 | 3 | 4 | 5 ]
0 0 0.51 | 031 | 031 | 031 | 0.57
1 0.51 0 046 | 045 | 043 | 0.53
2 0.31 | 046 0 0.11 | 0.17 | 0.42
3 031 | 045 | 0.11 0 0.12 | 0.39
4 031 | 043 | 0.17 | 0.12 0 0.40
5 0.57 | 053 | 042 | 0.39 | 040 0
(b)
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Fig. 3.  Two normalized histograms for snippets with three and four steps:
(a) shows an example of a feature that could be used to distinguish three and
four steps, (b) gives an example of a feature that is not useful.

shown in Figure 3. As can be observed, the histograms of
feature (b) highly overlap, resulting in dppar,»(3,4) = 0.12,
while for feature (a), where the distributions are clearly
distinct, dppar,q(3,4) = 0.64. For all other combinations of
classes, dppqr(n,n’) for feature (b) is much lower than for
feature (a). Hence, feature (b) will be less suited to discrim-
inate the number of steps, and thus for our step counting
algorithms.
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C. Ranking the Features

In our investigations, we considered a large number of
features, from which we want to select the best ones. However,
because of this large set, optimally selecting the features in
a brute force way, by evaluating all possible combinations,
is NP hard. Therefore, we have to resort to suboptimal
selection algorithms. The approach we will use is to first rank
the features based on their Bhattacharyya coefficients and then
use the ranked features as input for a systematic selection
algorithm. In this section, we focus on the ranking of the
features. A first hurdle to take is that for each feature, mul-
tiple Bhattacharyya coefficients are available, i.e in a system
with M + 1 classes, we have w distinct Bhattacharyya
coefficients to consider. Hence, ranking the features with
respect to these coefficients is not straightforward. To meet
this problem, we first reduce the number of Bhattacharyya
coefficients per feature, by assuming that if we are able to
discriminate between the classes with n and n + 1 steps,
n € [0,M — 1], we can also discriminate between classes
with higher step difference. The validity of this assumption is
illustrated in the example of Table II: the smallest values of the
Bhattacharyya coefficient, corresponding to low discrimination
ability between the classes, generally occur when there is
only one step difference. Therefore, in the remainder of
this paper, we restrict our attention to the evaluation of the
Bhattacharyya coefficients between classes with n and n + 1
steps, i.e. dppar,j(n,n+1),n € [0, M — 1]. A second issue is
the large number of features to be tested. In order to reduce
the complexity of feature selection, we first note that features
with high Bhattacharyya coefficients are more likely to give
good results in our step counting algorithms. Therefore, before
we start selecting features, we rank the features using one of
the following three ranking approaches, and limit the number
of features to be further processed.

o Approach 1: In this first approach, for each value of n,
we first rank the features in descending order of their
Bhattacharyya coefficients dppas,j(n, n + 1).

p, = argsort(dppar,j(n,n + 1)), 3)
Jel:lxilc
where |x;|c is the number of features and argsort (u;)
is the function that returns the indices of the vector u
that would sort the array, i.e. the vector p,, contains the
indices of the features with the Bhattacharyya coefficients
dBhar,j(n, n + 1) sorted in descending order:

dBhat, p,1y(n,n + 1) = dppar, p,a+1(m,n 4+ 1), (4

for [ € [1,|x;|c — 1]. Hence, we obtain M vectors p,,
n € [0, M — 1]. In the next step, we limit the number of
elements in p, to K, i.e. pLK] = p,(1: K): for each n,
only the K features with the highest Bhattacharyya coeffi-
cients, i.e. the highest ranked features, are kept for further
. (K] -
processing. We arrange the vectors p;, ' in a M x K
matrix:

P=| 5)
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and convert this matrix P into a vector v by reading out
the matrix column-wise, i.e. v = P(:), or

v=[po()--- pu—1(1),
po2- pm—1(2) -+ po(K) -+~ py—1(K)]. (6)

If a feature occurs in more than one vector pLK], because
it is suitable to distinguish between more than two classes,
its index occurs more than once in the vector v. We only
keep the first occurrence, and remove the duplicates from
v to obtain the final ranked feature set €2, . This set £,
contains maximally K’ = M - K different features.

o Approach 2: Similarly as in Approach 1, we sort for each
n the features in descending order of their Bhattacharyya
coefficients dgja,, j(n, n+1) to obtain the vectors p, (3).
Then, we define for each n a score vector s,, that contains
for each feature j its position in the ranked list p,:

sn,j = llpa() = J1, N

i.e. the feature j with the highest dpjas, j(n,n + 1)
gets the score 1/, while for the feature with the lowest
dBhar,j(n,n+1), the score is '|x;|c . In the next step, we
average for each feature the score over the different n:

1 M—1

7 2 i (®)

n=0

Sj =

and sort the scores in ascending order to obtain the
vector p’ of feature indices

p' = argsort(s;). 9)
J=Lllxilc
Finally, we limit the number of features to be further
processed to K’ and obtain the final ranked feature
set 2, of the K’ highest ranked features as

2.0 =p'(1: K. (10)

o Approach 3: In this last approach, we first com-
pute for each feature the average Bhattacharyya coeffi-
cient dpq,; over the different n:

M—1

— 1

dBhar,j = i E dBhar,j(n,n + 1). (11)
n=0

Then, we sort the features in descending order of average
Bhattacharyya coefficient:

1 3
p =argsort(dpha. )
j=lxilc

12)

and finally, we limit the number of features to be further
processed by K’, resulting in the final ranked feature
set 2,3 with the highest ranked features:

Q.3=p"(1:K). (13)

The three approaches all have advantages and drawbacks. For
example, a feature that is reasonably good in distinguishing
multiple classes, but is not ranked in the top ten in one of the
vectors p,,, will not be considered in Approach 1, while it may
be included in the other two approaches because its average
score is good. On the other hand, Approach 1 will contain
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a feature that is extremely good in discriminating between
one set of classes, but is weak in distinguishing between
other classes, while the two other approaches might neglect
this feature as its average score is bad. In Section IV, we
will compare the obtained performance for the three ranking
approaches.

III. FEATURE SELECTION
A. The Algorithm

In the previous section, we introduced three approaches
to rank the features, each resulting in a ranked set £2,;,
{1,2,3), of at most K’ features. In this section,
we describe an algorithm that starts from one of the ranked
sets 2, ; to select a subset R; C Q,; of features that results
in optimal performance with a limited number of features.
As this selection algorithm can be used irrespective of the
used ranking approach, we drop the index i in this section to
simplify notations.

In this feature selection algorithm, we will sequentially
update the final set 7 of features. To evaluate the perfor-
mance of the selected subset €27, we randomly select 80%
of the experimental data set (Table 1), i.e. |Syqainlc = 1230
snippets, to train the supervised algorithm, while the other
|Stestlc = 308 snippets are used to evaluate the performance
of the selected feature set Q. To minimize the influence of
the selected training set, we repeat the construction of
100 times using different randomly selected training sets. The
overall performance, i.e. the snippet accuracy Py ¢, which
equals the number of snippets with the correct number of
estimated steps divided by the total number of snippets, is
found by averaging the performance over the 100 runs. By def-
inition Py r < 1 or expressed in percentage Py r < 100%. The
closer Py s gets to 100%, the higher the accuracy of the step
counting algorithm.

The algorithm to update the final feature set £, consists
of three phases, i.e. the initialisation phase, the addition phase
and the deletion phase.

1) Initialisation phase: First, the algorithm computes the

features and their Bhattacharyya coefficients to be able
to rank them with one of the approaches of Section II-C,
resulting in the ranked set 2,. Then, it creates the final
feature set €27, which in this initial stage contains the
first ranked feature only, i.e. the feature with the best
score of the ranked set §,, and it removes this feature
from ,. Employing the set £, we train the supervised
learning algorithm with S;,4;,, and evaluate the accuracy
of the trained model with S;.g;.

2) Addition phase: In the next phase, new features from
the ranked feature set €2, are tested sequentially, and
added to € if they improve the snippet accuracy
significantly, i.e. if Py emp > Py, 5 + threshold, where
Py temp 1s the snippet accuracy obtained after training
the model with the temporary feature set

i =

s-ztemp = Szf U {Xnew}

and x,., the new feature that is evaluated. We distin-
guish two cases for x,¢,: 1) The temporary feature x;,¢q,
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3)

did resultin Py jepmp > Py g+threshold. The temporary
feature is retained in the set Qy, i.e.

Ps,f < Ps,temp (14)
Qf <« Qemp (15)
Qp < Q \ {Xpew}- (16)

Next, we restart testing the feature with the highest rank
in €, that was not added to £ in a previous stage.
This look-back phase is introduced because a feature
that was not selected in a previous phase, as e.g. it
is highly correlated with one feature or a combination
of features that is already present in 7 and therefore
did not have noticeable influence on the performance,
might have added value in combination with a feature
that has a lower ranking. In our tests, on average 14.8%
of the features that were added to the final set, were
not added the first time they were considered in the
addition phase. 2) The previously tested feature was not
included in £2y: the algorithm proceeds with the next
feature in 2, with a lower rank than the previously
tested feature, i.e. the look-forward phase. Every time
the algorithm adds a feature X, to £y, it removes the
feature from ;.

Deletion phase: During the addition phase, all features
in 2, were tested and added to €y if they resulted in
an improved Py . In the deletion phase, we test if the
removal of a feature in &, degrades Py s, to check if
we can reduce the number of features in the final set
without affecting the performance. To this end, we start
by setting

Sztemp = Szf \ {Xdei},

where x4.; is the first feature that was added to the final
set, and determine the snippet accuracy Py semp using
Q/emp to train the machine learning algorithm.

Again we can distinguish two cases. 1) Py remp < Py,
which means that the removal of x4, degraded the
performance. Hence, we must keep this feature, i.e.
does not change and we set x4, equal to the next
feature in ¢ (look-forward phase). 2) Ps temp > P, 1,
implying x4.; can safely be removed without affecting
the performance. In this case:

Ps,f <~ Ps,temp (17)
Qf <~ Qiemp (18)
Qp < QU {xpew} (19)

i.e. we remove x4, from R ¢, add x4, to 2, and set x4,
equal to the feature of & that was added the longest
ago (look-back phase). In our tests, on average 21.0%
of the features that were selected in the addition phase,
were removed in the deletion phase. The reason why
this feature can be deleted is because a combination of
other features that were added to €y in the addition
phase contain similar information so that this feature is
obsolete. In contrast to the addition phase, we do not
use a threshold in the deletion phase. This procedure is
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Fig. 4. a) Snippet accuracy (in %) and b) training time (in seconds) as
function of the threshold in the addition phase.

continued until the last feature in € is evaluated and

not removed from € 7.
If none of the features from £, was removed, we stop the
selection algorithm. In the other case, we go back to the
addition phase followed by a deletion phase. This approach
yields optimal performance in the sense that adding another
feature from €2, or removing a feature from £, will not
improve the accuracy. We noticed that in most cases, features
were removed from the final set £ ¢ in the first deletion phase
only and that on average only 2.1% of the features were added
in the second addition phase or later. This means that typically
the addition and deletion phase need to be executed only twice.
After the final feature set is determined using our feature
selection algorithm, this feature set s will be used to train a
model from the entire experimental data set S;,4i, U Syesr With
the machine learning algorithm that was used to find these
features. This model can then be used to estimate the number
of steps in snippets derived from new data in the inference
phase.

In the addition phase we introduced a threshold. As the
performance of the set Qy is determined using the test
sets Stesr extracted from our experimental data set, allowing
the addition of features with limited impact on the performance
might result in a final feature set that is overtrained on our
experimental data set. Although such an overtrained feature
set performs well for the considered data set, it probably
will result in a degraded performance when new data needs
to be evaluated in the inference phase. Besides preventing
overtraining, with this threshold, we can also reduce the
training time. In Figure 4, we show the snippet accuracy and
training time as a function of this threshold. These results were
obtained by averaging the snippet accuracy and training time
of our feature selection algorithm over four different machine
learning algorithms (i.e. Decision Tree, Linear SVM, RBF
SVM and the Quadratic Discriminant Analysis algorithm) for
several values of this threshold. As can be observed, for a
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TABLE III

FEATURES IN 2,1 U Q5> U ¢ 3, WHERE 2 ; IS THE FINAL FEATURE SET FOR RANKING APPROACH 7,
WHEN THE FEATURE SELECTION ALGORITHM IS USED ON THE RBF SVM ALGORITHM

threshold of 0.2%, the training time is halved, while the snip-
pet accuracy only slightly decreases with approximately 0.5%.
Larger thresholds only yield limited gain in training time at
the cost of larger performance degradation. As a trade-off
between accuracy and training time, we set in this paper the
threshold to 0.2%.

B. Discussion

To illustrate the feature selection algorithm from
Section III-A, we apply it to our step counting problem.
In this example, we select K = 10, K’ = 50,M = 5 and
unless stated otherwise, we use a radial basis function support
vector machine (RBF SVM) with classification as learning
method. Table III gives an overview of the features that were
selected for the final feature set, for one or more of the ranking
approaches of section II-C. Features 1 — 6 are extracted from
the time-domain signal, while features 7 — 16 are obtained
from the frequency domain signal. Notice that almost all
features in this table are derived from the z-component
a, of the acceleration, or the magnitude |a|. This can be
explained by the fact that the smartphone was approximately
horizontally handheld during the measurements, so that the
up-and-down movement due to a step is mainly present in
the z-component. The signal magnitude area (SMA) of the
FFT of the acceleration magnitude is defined as:

Y lap D+ lagy (D] + lag. ()]

SMA; =
! F

5

where afq(j),a € {x,y,z}, is the j sample of the
Fourier transform of the o component of the acceleration, and
F is the number of samples in the Fourier transform of the
acceleration components. Feature 3, i.e. th|q|, corresponds to
the number of samples in the snippet where the amplitude |a|
is above a threshold. To determine the optimal range of this
threshold, we apply our feature selection algorithm to the

Feature .. Feature
Feature description

number symbol
1 Standard deviation of a. Oa,
2 Mean absolute deviation of a. madq,
3 Number of samples of lal above threshold thia|
4 Number of maxima in lal Nmaz,|a)
5 Mean of maxima in lal Hmaz,|al
6 Standard deviation of maxima(peaks) lal Omaz)q
7 Frequency at maximum of FFT of a, ay
8 Frequency at maximum of FFT of a. fa.
9 Maximum of FFT of a. mazs,a,
10 Standard deviation of FFT of a. Ofa.
11 Kaurtosis of FFT of a. kuryg,a,
12 Skewness of FFT of a. skewg,q,
13 Energy of FFT of a. between 1 and 5Hz E };5
14 Energy of FFTof a. Efa,
15 Energy of FFT of lal Ef a
16 Signal magnitude area of FFT of acceleration SMAy

TABLE IV

SUPERVISED LEARNING ALGORITHMS

Linear SVM
classification
RBF SVM
classification
RBF SVM
regression
Decision Tree

Random Forest

Neural Networks

k-Nearest Neighbours
Adaboost

Quadratic Discriminant
Analysis

©

o

o
1

T
“@- Ranking approach 1
<l Ranking approach 2
Ranking approach 3
Average

© ©
o o o
RS S

snippet accuracy(in %)
2
3

9441

9420 : : : .
0.95 1 1.05 1.1 1.15 12 1.25

threshold of th‘al(in g)

Fig. 5. Snippet accuracy averaged over different machine learning algorithms,
for the three ranking approaches and the average snippet accuracy over the
three ranking approaches as function of the threshold of 7h/q).

machine learning algorithms from Table IV, and for each
ranking approach, we average the resulting snippet accuracy
over the different machine learning algorithms. In Figure 5,
we show the resulting average snippet accuracy for the three
ranking approaches as function of the threshold of thg.
Further, we show the snippet accuracy averaged over the three
ranking approaches. Although the snippet accuracy slightly
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TABLE V

FINAL FEATURE SET € ¢ ; FOR THE THREE APPROACHES
WHEN THE FEATURE SELECTION ALGORITHM IS
USED ON THE RBF SVM ALGORITHM

Q1 [ 2|3]4]6]813] 14
Q2 | 1|23 |7[8|10]15] 16
Qs || 3|45 8|9 11 ]12]16

TABLE VI

APPROACH 1: FEATURES FROM £ | FOR THE RBF-SVM
ALGORITHM THAT BELONG TO THE TEN BEST FEATURES
TO DISTINGUISH BETWEEN n AND n + 1 STEPS
(BHATTACHARY YA COEFFICIENT IS
MENTIONED BETWEEN BRACKETS)

01 3(1) 6(1) 13(1) 14(1)
12 || 13(0.97) | 2(0.96) | 14(0.96)

243 3(0.80) | 4(0.61)

34 3(0.76) | 4(0.64) | 8(0.39)

45 8(0.91) | 4(0.77) | 3(0.60)

differs for the three ranking approaches, it is clear that the
optimal range of the threshold is between 1.02g and 1.07g.
This is in line with the results from [12], where an optimal
threshold of 1.07g was found. In Figure 5, we observe that
a threshold of 1.05g results in the highest snippet accuracy.
Hence, in the remainder of the paper, we use this value for
the threshold in th4).

The list of features, given in Table III, contains the union
QRs1 URpo U g3 of the final feature sets Ry;, where
@y, is obtained by using as input for the feature selection
algorithm the ranked feature set €2,; obtained with ranking
approach i, for the RBF SVM classification algorithm. Let us
now compare the different £ 7;. The selected features for each
ranking approach are listed in Table V. As can be observed,
the number of features in the three final sets R ¢;,7 = {1, 2, 3},
is similar. The table reveals there is only a limited overlap
between the three sets: only two features, i.e. features 3 and 8§,
appear in all three sets, while three appear in two sets, but the
majority of the features are selected for only one of the final
sets. Although 12 out of the 16 features listed in Table III
occur in the three ranked sets ,;, i = {1, 2, 3}, our selection
algorithm picks different features. This can be explained by
noting that in the list of features from Table III, some features
are closely related, e.g. features 14 and 15. It can be observed
that feature 14 was selected for Approach 1, while Approach 2
preferred feature 15. Hence, the selection algorithm is able to
recognize similar features and picks one feature out of the
subset of similar features, while the others are not selected
unless they introduce a performance gain. Which feature is
selected, depends on its ranking and thus on the used ranking
approach. Therefore, although the overlap between the final
feature sets 2, seems limited, we expect that the effect on
the performance will be small as several of the features are
more or less interchangeable.

To obtain a high accuracy, the features that are selected for
the final feature set must be able to discriminate between the
different classes. Hence, we take a closer look at the features
selected for Approach 1, and look which feature is helpful
in the decision process between two classes. Table VI gives
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TABLE VII
CONFUSION MATRIX FOR APPROACH 1 USING RBF SVM

Predicted

Actual 0 1 2 3 4 5
0 99.9 0.1 0 0 0 0
1 0 79.6 | 18.8 1.6 0 0
2 0 1.3 92.0 6.6 0.1 0
3 0 0 1.0 97.9 1.1 0
4 0 0 0.1 0.9 98.5 0.5
5 0 0 0 1.9 4.0 94.1

TABLE VIII

CONFUSION MATRIX FOR APPROACH 2 USING RBF SVM

Predicted

Actual 0 1 2 3 4 5
0 99.8 0.2 0 0 0 0
1 10.5 77.9 10.4 1.2 0 0
2 0 0.7 93.8 5.1 04 0
3 0 0.1 1.1 97.6 1.2 0
4 0 0 0.2 0.9 98.8 0.1
5 0 0 0 1.9 3.6 94.5

an overview of the features from the final set that belong to

the top ten features for different n, i.e. that belong to pLK],
together with their Bhattacharyya coefficients. As can be
observed, features 3 and 4 are not only able to discriminate
between two and three steps, but also between three and four,
and four and five steps, while these features are less helpful
to distinguish between no steps and one step, and one step
and two steps. The table suggests that it will be easier to
discriminate between no steps and one step, and one step
and two steps, as the features in these rows have very high
Bhattacharyya coefficients, while the coefficients are much
lower for the other three rows. However, a high Bhattacharyya
coefficient does not always guarantee a high accuracy. This
is illustrated in Tables VII and VIII, where the confusion
matrices are shown. These confusion matrices show how the
errors are distributed over the classes, for Approaches 1 and 2
using RBF SVM with classification, respectively. For example,
for Approach 1, our algorithm predicted for 99.9% of the
snippets with zero steps that the snippet had zero steps, while
for 0.1% of the snippets with zero steps, the algorithm pre-
dicted one step. Although we expected that it would be easier
to distinguish between zero and one, and one and two steps
because of the high Bhattacharyya coefficients of the features,
we notice from the confusion matrices of both approaches that
the snippets with one step are most often assigned the wrong
number of steps, i.e. the accuracy for class 1 is 79.6% for
Approach 1 and only 77.9% for Approach 2. Yet we find
that the overall snippet accuracy Py s for both approaches
is high: Ps y = 97.2% and Py = 97.7% for Approach 1
and 2 respectively. A reason for this behaviour is that in our
data set only 1.30% of the snippets contained one step (this
only happens at the beginning or end of a walk), so that the
supervised learning algorithm had too few snippets to train on.
We expect that when more snippets with one step are used
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TABLE IX
ACCURACY COMPARISON OF DIFFERENT MACHINE LEARNING ALGORITHMS

Benchmark Approach 1 Approach 2 Approach 3
Al ith Snippet Step Snippet Step Snippet Step Snippet Step
gortthm accuracy (%) error(%) accuracy(%) error(%) accuracy(%) error(%) accuracy (%) error(%)
Lincar SYM 94.7 -0.12 926 -0.34 929 -0.36 91.6 -0.45
classification
RBE SVM 93.1 -0.51 96.8 0.30 97.1 0.11 96.9 0.13
classification
REF SYM 93.7 -0.26 97.2 0.17 97.7 0.31 972 0.37
regression
Decision Tree 90.3 0.01 93.0 -0.01 92.9 -0.15 92.5 -0.08
Random Forest 93.3 -0.61 95.6 -0.06 95.7 -0.05 95.6 -0.01
Neural Networks 94.4 -0.06 95.4 0.10 95.8 0.12 94.8 0.14
k-Nearest Neighbours 79.5 1.31 94.6 0.82 94.6 0.57 94.1 0.40
Adaboost 96.6 -0.22 96.8 -0.14 97.0 -0.05 96.9 -0.16
Quadratic Discriminant 78.0 3.8 96.7 033 96.2 0.59 96.2 0.25
nalysis

in the training phase, this accuracy will improve. However,
although the accuracy for one step is quite low, the overall
snippet accuracy Py r for both approaches is still high because
so few snippets with one step are present.

IV. RESULTS

In this section, we compare the performance of machine-
learning-based step counters employing the proposed system-
atic feature selection algorithm from Section III-A. We apply
the selection algorithm to the nine supervised-learning algo-
rithms listed in Table IV. All but one of these algorithms are
classification techniques, i.e. the output of the algorithm is
an integer value (the number of steps), and one algorithm is
a regression technique. Regression algorithms output a real
number, which we round to the nearest integer to obtain
the prediction of the number of steps. For each of the con-
sidered machine learning algorithms, we rank the features
using the three approaches from Section II-C, and determine
the final feature sets €y using the selection algorithm from
Section III-A. First, we define the performance metrics that
are used to compare the different step counting algorithms.
Next, we investigate which combination of ranking approach
and machine learning algorithm results in the step counter with
the highest snippet accuracy. Finally, we also compare our best
algorithm with state-of-the-art step counters.

In this paper, we characterise the performance of our
algorithm with two metrics. The first one is the snippet
accuracy Py r, as employed in the feature selection algorithm
in Section III-A; this is the ratio of the number of snippets
for which the predicted number of steps was correct, and the
total number of snippets. The second performance metric is
the step error, which is defined as the ratio of the difference
between the estimated and the correct total number of steps
summed over all snippets, and the correct total number of
steps in all snippets. Although the two metrics are correlated,
i.e. a high snippet accuracy will probably result in a low
step error, situations may occur where a small step error
corresponds to a lower snippet accuracy. This will happen
when in one snippet, the number of steps is overestimated,
while in another snippet it is underestimated. Although the
snippet accuracy in such a case can be rather low, the step
error will be small because the errors cancel out. In Table IX,
the snippet accuracy and step error are shown for the different

supervised learning algorithms combined with the feature
selection algorithm from Section III-A using the three ranking
approaches from Section II-C, as well as for a benchmark.
As the benchmark, we consider for each supervised learning
algorithm the case where all 128 features were used to classify
the snippets. A negative step error in this table indicates
the number of steps was undercounted, while a positive
step error indicates it was overcounted. From Table IX, it
follows that Approach 1 in combination with the RBF SVM
regression algorithm results in the highest snippet accuracy,
ie. Py y = 97.7%, and that Approach 3 combined with the
linear SVM algorithm resulted in the lowest performance,
ie. Py =91.6%. If we compare the three approaches with
the benchmark, we can see that for the majority of the cases,
our algorithm resulted in a better performance. Moreover, we
notice that all combinations of machine learning algorithms
and ranking approaches result in a low step error, implying
that all considered combinations are suitable for applications
where only the total number of steps is important. To find
the best ranking approach, we average the snippet accuracy
over the different machine learning algorithms. We obtain that
Approach 2 has the best average performance, followed by
Approach 1 and then Approach 3.

Finally in Table X we compare the RBF SVM regression
algorithm trained with the features selected using the 2"¢
ranking approach, with current state-of-the-art algorithms,
i.e. the peak detection (PD) algorithm from [8], and the finite
state machine (FSM) algorithm from [9]. To simplify the
comparison between the three algorithms, we gathered a new
validation set with in total 1000 steps. We trained the RBF
SVM regression algorithm with the complete first data set
of 1538 snippets (Table I), and evaluated the performance
using the new validation set. For the other two algorithms,
in a first stage, we used the parameter values mentioned in
the respective papers. This approach resulted in 873 steps
detected with the PD algorithm, 916 steps detected with the
FSM algorithm, and 986 steps with our machine learning
method (ML). The step errors are mentioned in the first row
of Table X. We clearly see that our algorithm outperforms
the other methods. The lower performance for the PD and
FSM method can be attributed to the used parameter setup:
we used the parameters from [8], [9], which were tuned to
their test persons. To improve the performance of the PD and
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TABLE X

COMPARISON MACHINE LEARNING ALGORITHM
WITH AD HOC ALGORITHMS

| Step error [PD[8] | FSM[9] | ML |
Tuning from [8], [9] -12.7% -8.4% _1.4%
Our tuning 0.6% 0.2% e

FSM method, we tune the parameters using the validation set.
Compared to the parameter settings of [8] and [9], our tuning
noticeably improves the performance, as can be observed in
the last row of Table X. We can conclude that the performance
of the algorithm considered in this paper is similar to that of
state-of-the-art algorithms, although the benefit of the method
proposed in this paper is the absence of parameters to be tuned
manually.

V. CONCLUSIONS

In this paper, we proposed a method to systematically
build a feature set for a machine-learning-based step counter.
We used the Bhattacharyya coefficient to identify the features
that could potentially be useful for step counting, and proposed
three ranking approaches for the features as well as a selection
method, which uses these rankings, to determine the features
to be used by the step counter. To illustrate the potential of the
proposed algorithm, we compared different machine learning
algorithms using the selected features in terms of accuracy.
The accuracies obtained with the different combinations of
machine learning algorithm and ranking approach are promis-
ing: compared to state-of-the-art algorithms that were tuned
to our evaluation set, our algorithm achieved similar perfor-
mance. We also showed that the performance of these state-of-
the-art algorithms severely degrades when not properly tuned,
while the machine learning algorithms considered in this paper
can easily cope with changing situations, e.g. different persons,
different carrying positions and different activities, by adding
additional data to the training set.
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