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#### Abstract

As the positioning accuracy of a visible light positioning (VLP) system is highly susceptible to changes in the orientation of the receiver, accurate knowledge of the receiver orientation is required. In practice, the orientation of the receiver is estimated with an external orientation estimation device. However, these devices generally suffer from drift and misalignment, causing an uncertainty in the measured orientation that will degrade the performance of standard positioning algorithms. In this paper, we derive a novel positioning algorithm that takes into account the effect of the orientation uncertainty. To this end, we need to cope with the non-linear relationship between the received signal strength (RSS) and the orientation uncertainty, which makes the likelihood function of the RSS, required to derive the maximum likelihood (ML) estimator, hard to obtain. To solve this issue, we consider the first and second-order Taylor series expansion of the RSS. Although the accuracy of the second-order approximation is better than the first-order approximation, the first-order approximation results in a closed-form expression for the likelihood function, while this is not possible with the second-order approximation. Because of this, we derive the ML estimator using the first-order approximation, and employ the multivariate gradient descent algorithm to obtain the position estimate. Computer simulations show that the proposed algorithm outperforms state-of-the-art VLP algorithms subject to orientation uncertainty.
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## 1. Introduction

During the last decade, visible light positioning (VLP) received an increasing amount of attention. Compared to other indoor positioning approaches, it has several advantages [1]. Due to their long life-time and energy efficiency, visible light LEDs are gradually replacing traditional light sources for illumination. As VLP can coexist with lighting systems, this will reduce the installation cost. Further, VLP systems suffer less from interference as light is blocked by opaque walls. Finally, due to the directionality of the transmitter and the confine field-of-view (FOV) of the receiver, VLP systems are able to accurately estimate the receiver's position. These properties make VLP a promising alternative for indoor positioning, and several positioning algorithms have been proposed in the literature, e.g. [2-4].

Most VLP approaches extract the position from the received signal strength (RSS). However, the RSS not only depends on the position of the receiver, but also on its orientation. Most works on VLP

[^0]restrict their attention to the case where the orientation of the receiver is parallel to the transmitter or the ceiling [5-10], and some recent works [11-14] consider the performance of the VLP system when the receiver is tilted. In [12], a method to compensate for the change of the RSS, caused by the tilted orientation, is proposed and the conclusion is that the tilting only results in a slight degradation of the performance, while [13,14] take advantage of angular diversity provided by the tilted orientation of the receiver to improve the performance. However, all these works assume the receiver's orientation is fixed and known, which is not realistic in practice. In practical situations, the orientation of the receiver is not fixed and perfectly known due to the following reasons. First, the receiver will be attached to a carrier or carried by a user, implying the orientation of the receiver may change during the movement of the receiver. Secondly, the external device to measure the orientation of the receiver will often be a Micro-Electro-Mechanical System (MEMS)-based inertial measurement unit (IMU), because of its low price and low power consumption, and the ease of integrating it on the receiver. However, MEMS-based inertial sensors experience severe biases and drift problems, leading to uncertainties in the orientation tracked by IMUs [15]. As a conclusion, the orientation is not perfectly known but is subject to noise. As this orientation


Fig. 1. System model.
uncertainty will affect the positioning performance of state-of-theart algorithms, the uncertainty should be taken into account when designing a positioning algorithm. To the best of our knowledge, no other works considered the effect of orientation uncertainty on VLP performance.

In this paper, we propose a novel position estimation algorithm that takes into account the effect of the orientation uncertainty and that is based on the maximum likelihood (ML) principle. As the relationship between the RSS and the orientation of the receiver is highly non-linear, finding the likelihood function of the RSS, required to derive the ML estimator, is hard. To find a closedform approximation for this likelihood function, we model the orientation uncertainty using concepts from the Lie algebra [16] and approximate the non-linear relationship between the RSS and orientation uncertainty using the Taylor series expansion of the RSS. The performance of the proposed estimator is compared to that of state-of-the-art estimators that are subject to orientation uncertainty, and the results show that the proposed algorithm outperforms the other algorithms. The paper is organized as follows. The system model and the orientation uncertainty model are presented in Section 2. The effect of the orientation uncertainty on the channel gain and the RSS are evaluated in Section 3. In this section, we also evaluate two approximations based on the Taylor series expansion of the RSS with as goal to simplify the likelihood function of the RSS. The novel positioning algorithm is discussed in Section 4 and in Section 5, we assess the performance of the proposed positioning algorithm.

## 2. System model

Let us consider a VLP system with multiple LEDs and a single receiver. To separate the signals from the different LEDs at the receiver, we assume a multiplexing protocol is used, e.g. frequencydivision multiplexing (FDM) [17], time-division multiplexing (TDM) [18] or color-division multiplexing (CDM) [19]. In the remainder of this section, we will focus on the effect of the orientation uncertainty on the channel gain for a single LED and the photo diode (PD). In Section 4, we will discuss how the information from the different LEDs is combined to obtain the position estimate.

Following [20], the channel gain for the system shown in Fig. 1 can be modeled as
$h=\frac{(\gamma+1) A_{R}}{2 \pi v^{2}} \cos ^{\gamma}(\phi) \cos (\theta) \Pi\left(\frac{\theta}{\theta_{\text {FOV }}}\right)$,
where $v$ is the distance between the LED and the receiver, $\phi$ the radiation angle at the LED, $\theta$ the incidence angle at the PD, $A_{R}$ the
area of the PD, $\theta_{\text {FOV }}$ the field-of-view (FOV) of the PD, $\gamma$ the Lambertian order of the LED, and $\Pi(\cdot)$ the rectangular function defined as
$\Pi(x) \triangleq \begin{cases}1, & |x| \leq 1, \\ 0, & |x|>1 .\end{cases}$
The received signal strength yields
$P=R_{p} P_{t} h+w$,
where $R_{p}$ is the responsivity of the PD, $P_{t}$ the power transmitted by the LED and $w$ is the shot noise, which is assumed to be zeromean Gaussian distributed.

The LED has coordinates $\mathbf{r} \in \mathbb{R}^{3 \times 1}$ and normal $\mathbf{n} \in \mathbb{R}^{3 \times 1}$, i.e. the direction in which the LED is radiating, and the PD has coordinates $\mathbf{r}_{R} \in \mathbb{R}^{3 \times 1}$ and normal $\mathbf{n}_{R} \in \mathbb{R}^{3 \times 1}$, i.e. the direction in which the PD points. The orientation of the PD is expressed in terms of a rotation $\mathbf{R} \in S O(3)^{1}$ with respect to a reference orientation $\mathbf{n}_{R, 0}$, i.e. $\mathbf{n}_{R}=\mathbf{R n}_{R, 0}$. As the reference orientation, we select the case of the receiver pointing straight upwards, i.e. where the normal of the receiver equals $\mathbf{n}_{R, 0}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\mathrm{T}}$. The rotation matrix $\mathbf{R}$ is decomposed into a deterministic rotation $\tilde{\mathbf{R}} \in S O$ (3), corresponding to the known measurement or estimate of the orientation, and a random rotation $\mathbf{R}_{\epsilon} \in S O$ (3), containing the orientation uncertainty, with $\mathbf{R}=\mathbf{R}_{\boldsymbol{\epsilon}} \cdot \tilde{\mathbf{R}}$. Using the concept of Lie groups, the random rotation can be expressed as
$\mathbf{R}_{\boldsymbol{\epsilon}}=\exp \left(\boldsymbol{\epsilon}_{\times}\right)$
where $\boldsymbol{\epsilon}=\left[\epsilon_{x} \epsilon_{y} \epsilon_{z}\right]^{\mathrm{T}}$ is a $3 \times 1$ random infinitesimal rotation vector and the operator $(\cdot)_{\times}$converts the vector $\boldsymbol{\epsilon}$ into an element of the Lie algebra $\mathfrak{s o}(3)$ of the 3D rotation group $S O(3)$ :
$\boldsymbol{\epsilon}_{x}=\left[\begin{array}{ccc}0 & -\epsilon_{z} & \epsilon_{y} \\ \epsilon_{z} & 0 & -\epsilon_{x} \\ -\epsilon_{y} & \epsilon_{x} & 0\end{array}\right] \in \mathfrak{s o}(3)$.
We further define the receiver normal without orientation uncertainty as $\tilde{\mathbf{n}}_{R}=\tilde{\mathbf{R}} \mathbf{n}_{R, 0}$.

The distribution of the rotation matrix $\mathbf{R}_{\boldsymbol{\epsilon}}$ is determined by the distribution of the rotation vector $\boldsymbol{\epsilon}$. This rotation vector can be interpreted as an orientation error vector, which is a linear transformation of the Euler angles' error vector [21]. The Euler angles' error originate from small perturbations in the IMU device or the movement of the receiver, and can be modeled as statistically independent zero-mean random variables. Therefore, the rotation vector $\epsilon$ will also be zero-mean Gaussian distributed. ${ }^{2}$

The channel gain depends on the orientation uncertainty through the incidence angle $\theta$ only. Let us define the incidence vector $\mathbf{v}$ as the vector between the LED and the PD, i.e. $\mathbf{v}=\mathbf{r}_{R}-\mathbf{r}$. Hence, the channel gain (1) can be rewritten as
$h=K(\mathbf{n}, \mathbf{v}) \cos (\theta)$,
where $K(\mathbf{n}, \mathbf{v})=\frac{(\gamma+1) A_{R}}{2 \pi v^{2}} \cos ^{\gamma}(\phi) \Pi\left(\theta / \theta_{F O V}\right)$ is a function of $\mathbf{n}$ and $\mathbf{v}$, but independent of the orientation uncertainty $\boldsymbol{\epsilon}$ if the incidence angle is within the FOV. Further, using this definition, the incidence angle $\theta$ between $\mathbf{v}$ and the normal $\mathbf{n}_{R}$ of the receiver can be expressed as
$\cos (\theta)=-\frac{\mathbf{n}_{R}^{\mathrm{T}} \mathbf{V}}{\|\mathbf{v}\|}=-\left(\exp \left(\boldsymbol{\epsilon}_{\times}\right) \tilde{\mathbf{n}}_{R}\right)^{\mathrm{T}} \overline{\mathbf{v}}$,
where $\overline{\mathbf{v}}=\frac{\mathbf{v}}{\|\mathbf{v}\|}$. Similarly, the incidence angle $\tilde{\theta}$ between $\mathbf{v}$ and $\tilde{\mathbf{n}}_{R}$, i.e. without orientation uncertainty, equals $\cos (\tilde{\theta})=-\tilde{\mathbf{n}}_{R}^{\mathrm{T}} \overline{\mathbf{v}}$.

[^1]
## 3. Approximation of the RSS

Let us consider a system where the receiver observes the light coming from $N$ LEDs to determine its position $\mathbf{r}_{R}$. Given the observation vector $\mathbf{P}=\left[P_{1}, \ldots, P_{N}\right]^{\mathrm{T}}$ of received signal strengths, the maximum likelihood (ML) estimator selects the vector $\hat{\mathbf{r}}_{R}$ that maximizes the likelihood function $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$. However, the observation vector $\mathbf{P}$ not only depends on the position $\mathbf{r}_{R}$ of the receiver, but also on the orientation uncertainty $\boldsymbol{\epsilon}$, which should be considered as nuisance for the positioning problem. Hence, the likelihood function $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ must be obtained by marginalizing the joint likelihood function $p\left(\mathbf{P}, \boldsymbol{\epsilon} ; \mathbf{r}_{R}\right)=p\left(\mathbf{P} \mid \boldsymbol{\epsilon} ; \mathbf{r}_{R}\right) p\left(\boldsymbol{\epsilon} ; \mathbf{r}_{R}\right)$ over $\boldsymbol{\epsilon}$. However, as the observation vector $\mathbf{P}$ depends on $\boldsymbol{\epsilon}$ in a non-linear way, a closed-form expression for $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ cannot be found. Although $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ could be obtained by Monte-Carlo simulations, the resulting procedure would be prohibitively complex for positioning purposes. To solve this issue, we will consider the Taylor series expansion of $\exp \left(\boldsymbol{\epsilon}_{\times}\right)$to find an accurate approximation for the RSS that simplifies the derivation of the ML estimator, i.e.
$\exp \left(\boldsymbol{\epsilon}_{\times}\right)=\mathbf{I}_{3 \times 3}+\boldsymbol{\epsilon}_{\times}+\frac{1}{2!} \boldsymbol{\epsilon}_{\times}^{2}+\frac{1}{3!} \boldsymbol{\epsilon}_{\times}^{3}+\cdots$.
In the following, we restrict our attention to the case where the incidence angle $\theta \leq \theta_{\text {FOV }}$, i.e. where $\Pi\left(\theta / \theta_{\text {FOV }}\right)=1$, as when $\theta>\theta_{\text {FOV }}, \Pi\left(\theta / \theta_{\text {FOV }}\right)=0$.

### 3.1. First-order approximation

Discarding in (8) the second and higher order terms, the cosine of the incidence angle (7) can be approximated by

$$
\begin{align*}
\cos (\theta) & \approx-\left(\left(\mathbf{I}+\boldsymbol{\epsilon}_{\times}\right) \tilde{\mathbf{n}}_{R}\right)^{\mathrm{T}} \overline{\mathbf{v}} \\
& =-\tilde{\mathbf{n}}_{R}^{\mathrm{T}} \overline{\mathbf{v}}-\left(\tilde{\mathbf{n}}_{R} \times \overline{\mathbf{v}}\right)^{\mathrm{T}} \boldsymbol{\epsilon}, \tag{9}
\end{align*}
$$

where $\mathbf{a} \times \mathbf{b}$ is the cross product of the vectors $\mathbf{a}$ and $\mathbf{b}$. As a result, the channel gain (6) can be approximated by
$h^{(1)}=-K(\mathbf{n}, \mathbf{v})\left(\tilde{\mathbf{n}}_{R}^{\mathrm{T}} \overline{\mathbf{v}}+\left(\tilde{\mathbf{n}}_{R} \times \overline{\mathbf{v}}\right)^{\mathrm{T}} \boldsymbol{\epsilon}\right)$.
As the approximated channel gain (10) is a linear function of $\boldsymbol{\epsilon}$, the marginalization of $p\left(\mathbf{P}, \boldsymbol{\epsilon} ; \mathbf{r}_{R}\right)$ is straightforward, i.e. $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ is Gaussian.

### 3.2. Second-order approximation

In this approximation for the channel gain, we also keep the quadratic terms in (8). Hence, the cosine of the incidence angle (7) can be approximated by

$$
\begin{align*}
\cos (\theta) & \approx-\left(\left(\mathbf{I}+\boldsymbol{\epsilon}_{\times}+\frac{1}{2} \boldsymbol{\epsilon}_{\times}^{2}\right) \tilde{\mathbf{n}}_{R}\right)^{\mathrm{T}} \overline{\mathbf{v}} \\
& =-\tilde{\mathbf{n}}_{R}^{\mathrm{T}} \overline{\mathbf{v}}-\left(\tilde{\mathbf{n}}_{R} \times \overline{\mathbf{v}}\right)^{\mathrm{T}} \boldsymbol{\epsilon}-\frac{1}{4} \boldsymbol{\epsilon}^{\mathrm{T}} \mathbf{A} \boldsymbol{\epsilon} \tag{11}
\end{align*}
$$

where $\mathbf{A}=\overline{\mathbf{v}}_{\times} \tilde{\mathbf{n}}_{R \times}+\tilde{\mathbf{n}}_{R \times} \overline{\mathbf{v}}_{\times}$is a $3 \times 3$ matrix that is constructed using the skew-symmetric matrices $\tilde{\mathbf{n}}_{R \times}$ and $\overline{\mathbf{v}}_{\times}$, defined in a similar way as (5). Denote $\boldsymbol{\Sigma}_{\boldsymbol{\epsilon}}=\mathbf{L}^{\mathrm{T}} \mathbf{L}$ as the Cholesky decomposition of the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{\epsilon}}$, where $\mathbf{L}$ is a lower triangular matrix, and $\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{\mathrm{T}}=\mathbf{L} \mathbf{A L} \mathbf{L}^{\mathrm{T}}$ as the eigenvalue decomposition of the matrix $\mathbf{L} \mathbf{A L}^{\mathrm{T}}$, where $\mathbf{V}$ is the orthonormal matrix whose columns are the eigenvectors of $\mathbf{L A L}{ }^{\mathrm{T}}$, and $\boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{i}\right)$ is a diagonal matrix whose elements $\lambda_{i}$ are the eigenvalues of $\mathbf{L A L}{ }^{\mathrm{T}}$. Consequently, the channel gain (6) can be rewritten as
$h^{(2)}=-K(\mathbf{n}, \mathbf{v})\left(\frac{1}{4}(\mathbf{x}+\mathbf{b})^{\mathrm{T}} \boldsymbol{\Lambda}(\mathbf{x}+\mathbf{b})-c\right)$,
with $\mathbf{x}=\mathbf{V}^{\mathrm{T}}\left(\mathbf{L}^{\mathrm{T}}\right)^{-1} \boldsymbol{\epsilon}, \quad \mathbf{b}=2 \boldsymbol{\Lambda}^{-1} \mathbf{V}^{\mathrm{T}} \mathbf{L}\left(\tilde{\mathbf{n}}_{R} \times \overline{\mathbf{v}}\right)$ and $c=\frac{1}{4} \mathbf{b}^{\mathrm{T}} \boldsymbol{\Lambda} \mathbf{b}-\tilde{\mathbf{n}}_{R}^{\mathrm{T}} \overline{\mathbf{v}}$. As the components of the Gaussian distributed vector $\mathbf{x}$ are uncorrelated and have variance 1, the approximation (12) consists of
an indefinite quadratic form of standard normal random variables, because $\boldsymbol{\Lambda}$ contains both positive and negative eigenvalues. Hence, the channel gain (12) is distributed according to the weighted independent non-central chi-square distribution. Unfortunately, this distribution does not lead to a closed-form expression for the posterior pdf $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$. Although in the literature some works are available that further approximate (12) to obtain a closed-form expression for the likelihood function [25-29], these works focus on positive semi-definite quadratic forms.

### 3.3. Evaluation of the approximations

In this section, we evaluate the accuracy of the two approximations discussed above through simulations. To this end, we consider the case where the position and the normal of the LED are given by $\mathbf{r}=[0,0,3]^{\mathrm{T}}$ and $\mathbf{n}=[0,0,-1]^{\mathrm{T}}$, i.e. the LED points straight downwards. Further, the LED transmits a power $P_{t}=1 \mathrm{~W}$ and has Lambertian order $\gamma=10$. For the receiver, we consider a photo diode with area $A_{R}=1 \mathrm{~cm}^{2}$ and FOV $\theta_{\mathrm{FOV}}=85^{\circ}$. The receiver is placed below the LED, i.e. $\mathbf{r}_{R}=[0,0,0]^{\mathrm{T}}$, and two orientations are considered, i.e. $\tilde{\theta}=\pi / 180$ and $\tilde{\theta}=\pi / 6$. The covariance matrix $\boldsymbol{\Sigma}_{\epsilon}$ of the orientation uncertainty is assumed to be $\boldsymbol{\Sigma}_{\epsilon}=\sigma_{\epsilon}^{2} \mathbf{I}_{3 \times 3}$, where $\sigma_{\epsilon}^{2}=2.0 \times 10^{-2} \mathrm{rad}^{2}$.

We first simulated the effect of the orientation uncertainty on the channel gain $h(1)$. The results for the two orientations $\tilde{\mathbf{n}}_{R}=$ $[0, \sin (\pi / 180), \cos (\pi / 180)]^{\mathrm{T}}$ and $\tilde{\mathbf{n}}_{R}=[0, \sin (\pi / 6), \cos (\pi / 6)]^{\mathrm{T}}$ are shown in Fig. 2(a) and (b). As can be observed, when the tilt is small, i.e. for $\tilde{\mathbf{n}}_{R}=[0, \sin (\pi / 180), \cos (\pi / 180)]^{\mathrm{T}}$, the histogram of the channel gain is asymmetrical, while for larger tilts, e.g. $\tilde{\mathbf{n}}_{R}=[0, \sin (\pi / 6), \cos (\pi / 6)]^{\mathrm{T}}$, the distribution is more symmetrical. This can be explained graphically using Fig. 3. In this figure, we assume the orientation vector $\tilde{\mathbf{n}}_{R}$ is located in the $x-0-y$ plane, the vector $\overline{\mathbf{v}}(7)$ coincides with the $y$-axis, and the orientation uncertainty $\exp \left(\boldsymbol{\epsilon}_{\times}\right)$rotates the orientation vector $\tilde{\mathbf{n}}_{R}$ in the $x-O-y$ plane, i.e. we restrict our attention to the 2D case for simplicity. As $\boldsymbol{\epsilon}$ is Gaussian distributed, the normal $\mathbf{n}_{R}$ has a circular-shaped Gaussian distribution with mean $\tilde{\mathbf{n}}_{R}$. Taking into account that $\cos (\theta)=-\mathbf{n}_{R}^{\mathrm{T}} \overline{\mathbf{v}}$, the distribution of $\cos (\theta) \operatorname{cor}-$ responds to the projection of the circular-shaped Gaussian distribution of $\mathbf{n}_{R}$ on $\overline{\mathbf{v}}$. When $\tilde{\theta}$ is large, this projection will not alter the shape of the distribution drastically, so the distribution of $\cos (\theta)$ will still resemble a Gaussian distribution. However, when $\tilde{\theta}$ is small, the projection will result in an asymmetrical distribution for $\cos (\theta)$, making the distribution resemble more like a truncated chi-squared distribution. In our example, the channel gain $h$ will not exceed $h_{m}=K(\mathbf{n}, \mathbf{v})=1.945 \times 10^{-5} \mathrm{~W}$. This upper limit equals the maximum value of the channel gain, corresponding to the case where $\cos (\theta)=1$, i.e. when $\theta=0$. In Fig. 2, we also show the histograms for the first-order $h^{(1)}(10)$ and second-order $h^{(2)}$ (12) approximation. As can be observed, the distribution of the secondorder approximation matches the distribution of the channel gain well, while the distribution of the first-order approximation may strongly deviate from the true distribution, especially when the incidence angle $\tilde{\theta}$ is small.

In Fig. 2, we illustrated that the distribution of the channel gain for the first-order approximation lacks accuracy especially when the incidence angle is small. In Fig. 4, we show the corresponding likelihood function. We assume the shot noise is zero-mean Gaussian distributed with variance $\sigma_{w}^{2}=1 \times 10^{-13} \mathrm{~A}^{2}$. Although the distribution of the channel gain not always can be modelled as Gaussian, the likelihood function resembles Gaussian, even when the incidence angle is small. The likelihood function for the first-order approximation is also shown in Fig. 4. Because of the lack of accuracy of the first-order channel gain approximation, the deviation between the approximated likelihood function and the true likelihood function is larger for Case (a) corresponding to a small in-


Fig. 2. Histogram of the channel gain for (a) $\tilde{\theta}=\pi / 180$ and (b) $\tilde{\theta}=\pi / 6$.


Fig. 3. Graphical explanation of the shape of the distribution of $\cos (\theta)$ for (a) $\tilde{\theta}=$ $\pi / 6$ (b) $\tilde{\theta}=\pi / 4$ (c) $\tilde{\theta}=\pi / 3$.


Fig. 4. Histogram of the received signal strength for (a) $\tilde{\theta}=\pi / 180$ (b) $\tilde{\theta}=\pi / 6$.
cidence angle than for Case (b). To estimate the position of the receiver, the ML estimator searches for the maximum of the likelihood function. Although the likelihood function deviates from its approximation, it can be observed that the position of the maxima of the two likelihood functions are close to each other. Hence, we expect that the first-order approximation will still result in an appropriate position estimate.

## 4. Improved RSS-based positioning

In the previous section, we evaluated two approximations for the channel gain in terms of accuracy and possibility to obtain a closed-form expression for the likelihood function. Taking into account that the first-order approximation results in a closed-form expression for the likelihood function, while this is not possible with the second-order approximation, we restrict our attention to the first-order approximation and derive a novel RSS-based positioning algorithm to cope with the orientation uncertainty. As stated in the previous section, we will consider the ML estimator of the position given the observation of the RSS values of $N$ LEDs. We assume that all LEDs are of the same type and transmit the same power $P_{t}$. Employing the first-order approximation, the vector of observations yields
$\mathbf{P}=\boldsymbol{\mu}+\mathbf{S} \boldsymbol{\epsilon}+\mathbf{w}$,
where the $i$ th component $[\boldsymbol{\mu}]_{i}$ of the vector $\boldsymbol{\mu}$ is the contribution of LED $i$ defined as $-\breve{K}_{i} \tilde{\mathbf{n}}_{R}^{T} \overline{\mathbf{v}}_{i}$, with $\breve{K}_{i}=R_{p} P_{t} K\left(\mathbf{n}_{i}, \mathbf{v}_{i}\right)$. Further, $\mathbf{S} \in \mathbb{R}^{N \times 3}$ is the matrix having as $i$-th row $[\mathbf{S}]_{i}=-\breve{K}_{i}\left(\tilde{\mathbf{n}}_{R} \times \overline{\mathbf{v}}\right)^{\mathrm{T}}$, i.e. the contribution from LED $i$ (see (10)). Taking into account that


Fig. 5. Simulation setup, the receiver follows an elliptical path (red dotted curve) and has orientation indicated by the green lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
both $\boldsymbol{\epsilon}$ and $\mathbf{w}$ are zero-mean Gaussian distributed, the likelihood function $p\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ is Gaussian distributed with average $\boldsymbol{\mu}$ and covariance matrix $\boldsymbol{\Sigma}_{\mathbf{P}}$ :
$p\left(\mathbf{P} ; \mathbf{r}_{R}\right)=\operatorname{det}\left(2 \pi \boldsymbol{\Sigma}_{\mathbf{P}}\right)^{-\frac{1}{2}} \exp \left(-\frac{1}{2}\|\mathbf{P}-\boldsymbol{\mu}\|_{\boldsymbol{\Sigma}_{\mathbf{P}}}^{2}\right)$,
where $\operatorname{det}(\cdot)$ denotes the determinant of a matrix, $\|\cdot\|_{\Sigma}^{2}$ is the squared Mahalanobis' distance with respect to covariance matrix $\boldsymbol{\Sigma}$, i.e. $\|\mathbf{x}\|_{\boldsymbol{\Sigma}}^{2}=\mathbf{x}^{\boldsymbol{T}} \boldsymbol{\Sigma}^{-1} \mathbf{x}$ and $\boldsymbol{\Sigma}_{\mathbf{P}}=\boldsymbol{\Sigma}_{\mathbf{S}}+\sigma_{w}^{2} \mathbf{I}_{N}$ with $\boldsymbol{\Sigma}_{\mathbf{S}}=\mathbf{S} \boldsymbol{\Sigma}_{\boldsymbol{\epsilon}} \mathbf{S}^{\mathrm{T}}$.

The ML estimate of $\mathbf{r}_{R}$ is defined as
$\hat{\mathbf{r}}_{R}=\arg \max _{\mathbf{r}_{R}} \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)$,
where the log-likelihood function $\mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ is given by
$\mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)=$ const $-\frac{1}{2} \ln \operatorname{det}\left(\boldsymbol{\Sigma}_{\mathbf{P}}\right)-\frac{1}{2}\|\mathbf{P}-\boldsymbol{\mu}\|_{\boldsymbol{\Sigma}_{\mathbf{P}}}^{2}$.
As the covariance matrix $\boldsymbol{\Sigma}_{\mathbf{p}}$ depends on $\mathbf{r}_{R}$ through the matrix $\mathbf{S}$, a closed-form expression for the ML estimate (15) is generally not available. Hence, we consider the multivariate gradient descent algorithm to solve the optimization problem:
$\mathbf{r}_{R}^{t+1}=\mathbf{r}_{R}^{t}-\eta\left\{\nabla \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}^{t}\right)\right\}$
where $\eta$ is the step size, and the gradient $\nabla \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)$ is defined as
$\nabla \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)=\left[\frac{\partial \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)}{\partial r_{x}} \frac{\partial \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)}{\partial r_{y}} \frac{\partial \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)}{\partial r_{z}}\right]^{\mathrm{T}}$,
with (19), (20) , and

$$
\begin{align*}
& \frac{\partial \mathcal{L}\left(\mathbf{P} ; \mathbf{r}_{R}\right)}{\partial r_{l}}=-\frac{1}{2} \operatorname{tr}\left(\boldsymbol{\Sigma}_{\mathbf{P}}^{-1}\left\{\frac{\partial \boldsymbol{\Sigma}_{\mathbf{P}}}{\partial r_{l}}\right\}\right) \\
&-\frac{1}{2} \operatorname{tr}\left(-\boldsymbol{\Sigma}_{\mathbf{P}}^{-1}\left\{\frac{\partial \boldsymbol{\Sigma}_{\mathbf{P}}}{\partial r_{l}}\right\} \boldsymbol{\Sigma}_{\mathbf{P}}^{-1}(\mathbf{P}-\boldsymbol{\mu})(\mathbf{P}-\boldsymbol{\mu})^{\mathrm{T}}\right. \\
&\left.-2 \boldsymbol{\Sigma}_{\mathbf{P}}^{-1}(\mathbf{P}-\boldsymbol{\mu})\left\{\frac{\partial \boldsymbol{\mu}}{\partial r_{l}}\right\}^{\mathrm{T}}\right),  \tag{19}\\
& {\left[\frac{\partial \boldsymbol{\Sigma}_{\mathbf{p}}}{\partial r_{l}}\right]_{i, j}=} {\left[\boldsymbol{\Sigma}_{\mathbf{s}}\right]_{i, j}\left[\left(\frac{\gamma \mathbf{n}_{i}}{\mathbf{n}_{i}^{\mathrm{T}} \mathbf{v}_{i}}+\frac{\gamma \mathbf{n}_{j}}{\mathbf{n}_{j}^{\mathrm{T}} \mathbf{v}_{j}}\right)-\left(\frac{(\gamma+3) \mathbf{v}_{i}}{\left\|\mathbf{v}_{i}\right\|^{2}}+\frac{(\gamma+3) \mathbf{v}_{j}}{\left\|\mathbf{v}_{j}\right\|^{2}}\right)\right]_{l} } \\
&+\frac{\breve{K}_{i}}{\left\|\mathbf{v}_{i}\right\|} \frac{\breve{K}_{j}}{\left\|\mathbf{v}_{j}\right\|}\left[\tilde{\mathbf{n}}_{R} \times\left(\boldsymbol{\Sigma}_{\epsilon}\left(\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right) \times \tilde{\mathbf{n}}_{R}\right)\right)\right]_{l}, \tag{20}
\end{align*}
$$

$\left[\frac{\partial \boldsymbol{\mu}}{\partial r_{l}}\right]_{i}=\left[[\boldsymbol{\mu}]_{i}\left(\frac{\gamma \mathbf{n}_{i}}{\mathbf{n}_{i}^{T} \mathbf{v}_{i}}-\frac{(\gamma+3) \mathbf{v}_{i}}{\left\|\mathbf{v}_{i}\right\|^{2}}\right)-\frac{\breve{K}_{i} \tilde{\mathbf{n}}_{R}}{\left\|\mathbf{v}_{i}\right\|}\right]_{l}$,
and $\operatorname{tr}(\cdot)$ denotes the trace of a matrix.

## 5. Numerical results

In this section, we evaluate the performance of the proposed estimator through computer simulations. In our simulations, we consider an $8 \mathrm{~m} \times 6 \mathrm{~m} \times 3 \mathrm{~m}$ area with four visible light access points (VAPs) mounted in the upper corners of the area, as shown in Fig. 5 [30]. Each VAP is equipped with four LEDs and is tilted towards the center of the area, with the angle between the normal of the VAP and the ceiling equal to $\theta_{\mathrm{VAP}}=\pi / 6$. As shown in Fig. 5, the four LEDs of the VAP are placed symmetrically around the center of the VAP, and are tilted away from the center of the VAP, i.e. the angle between the normal of the VAP and the normal of a LED is $\theta_{L}=\pi / 9$. Hence, the normal vector of the $k^{\text {th }}$ VAP, $k \in\{1,2,3,4\}$ equals $\mathbf{n}_{k}=\left[\frac{\sqrt{2}}{2} \cos (k \pi / 2), \frac{\sqrt{2}}{2} \sin (k \pi / 2),-\frac{1}{2}\right]^{\mathrm{T}}$, and the normal of the $m^{\text {th }}$ LED of the $k^{\text {th }}$ VAP, $m \in\{1,2,3,4\}$ is given by $\mathbf{n}_{k, m}=\mathbf{R}\left(\theta_{L}, \mathbf{z}_{m}\right) \mathbf{n}_{k}$, where $\mathbf{R}\left(\theta_{L}, \mathbf{z}_{m}\right)$ denotes the Rodrigues' rotation formula [31] that computes the rotation matrix in $S O(3)$ from $\mathbf{z}_{m}=[\cos (m \pi / 2), \sin (m \pi / 2), 0]^{\mathrm{T}}$ and $\theta_{L}$. All LEDs have a transmit power of 1 W and a Lambertian order $\gamma=10$. The receiver has a FOV of $\theta_{\mathrm{FOV}}=85^{\circ}$ and an area of $A_{R}=1 \mathrm{~cm}^{2}$. We assume the receiver is subject to an orientation uncertainty with covariance matrix $\boldsymbol{\Sigma}_{\epsilon}=\sigma_{\epsilon}^{2} \mathbf{I}_{3 \times 3}$. This variance is taken within the interval $\sigma_{\epsilon}^{2} \in\left[0.1 \times 10^{-2}, 2.0 \times 10^{-2}\right] \mathrm{rad}^{2} .{ }^{3}$ Finally, the shot noise variance is set to $\sigma_{w}^{2}=1 \times 10^{-13} \mathrm{~A}^{2}$ [30].

To evaluate the performance of the proposed estimator (RSSP ), we consider an elliptical path for the receiver that is located in a plane parallel to the ceiling. The ellipse has a semi-major axis of 2 m and a semi-minor axis of 1.5 m , and the coordinates of the center of the ellipse are $[4.0,3.0,1.5]^{\mathrm{T}} \mathrm{m}$. The path of the receiver starts at the coordinates $[4.0,4.5,1.5]^{\mathrm{T}} \mathrm{m}$ (the blue dot) and follows the ellipse clockwise. We consider two cases. In Case 1, $\tilde{\mathbf{n}}_{R}$ points straight upwards, i.e. the noise-free rotation equals $\tilde{\mathbf{R}}=\mathbf{I}_{3 \times 3}$. In Case 2, $\tilde{\mathbf{n}}_{R}$ is tilted towards the center of the area over an angle of $2 \pi / 9$ with respect to the tangent of the path at the current position (the normals of receiver in this case are shown by the green lines at each position). We compute the root mean squared error (RMSE) of the position estimate along this path for the proposed estimator and two other estimators, i.e. the weighted AOA method and the RSS-based method (RSS-Ş) both presented in [30]. The weighted AOA method estimates the position from the AOA between the receiver and each VAP, weighted with the corresponding RSS. In this method, the AOA with respect to a VAP is approximated by the orientation of the LED that gives the largest RSS within this VAP. Hence, this method gives only a rough estimate for the AOA. On the other hand, in the RSS-Ş method, the position is extracted from the RSS information using the ML estimation, similarly as in the proposed estimation (RSS-P). However, in contrast to the proposed method, the RSS-§ estimation does not take into account the orientation uncertainty. Both the RSS-S method and the proposed method are iterative methods that need proper initialization to converge. To initialize these iterative methods, the rough estimates attained with the weighted AOA estimation are used. The RMSE of the three methods are shown in Fig. 6, along with the root of the Cramér-Rao bound (rCRB) from [30], which assumes no orientation uncertainty is present (rCRB-nOU). As can be observed, the weighted AOA method (AOA) performs

[^2]

Fig. 6. Performance of estimators for (a) Case 1 (b) Case 2.
worst, and its RMSE strongly fluctuates along the considered path, while the RMSE of the RSS-based methods fluctuate less. Comparing the RMSE performance of the RSS-based methods for the two cases, we observe that the RMSE is on the average lower in Case 1 than in Case 2, and we notice that the RMSE behaves differently for the two cases, In Case 1 (Fig. 6a), where the receiver points straight upwards, the highest RMSE is found when the receiver is near the semi-minor axis ( $\theta_{r}=k \pi, k=0,1,2$ ), and the lowest RMSE when it is near the semi-major axis $\left(\theta_{r}=\pi / 2+k \pi, k=0,1\right)$. This can be explained as follows. When near the semi-minor axis, the receiver is closer to the center of the area. Because the receiver points straight upwards, the incidence angle for the nearest VAPs will be larger than for the case where the receiver is near the semimajor axis. Hence, for the nearest VAPs, the RSS will be lower. As the positioning performance is mainly determined by the strongest RSS contributions, this implies the RMSE performance will degrade when this strongest RSS contribution reduces. On the other hand, in Case 2 (Fig. 6b), when the receiver is tilted towards the center of the area, the highest RMSE is found when the receiver is near the semi-major axis $\left(\theta_{r}=\pi / 2+k \pi, k=0,1\right)$. In this case, as the receiver is tilted towards the center of the area, it is tilted away from the nearest VAPs. Hence, incidence angle for the light coming from the nearest VAPs strongly increases, resulting in lower RSS values. Near the semi-minor axis, the relative increase in the inci-


Fig. 7. RMSE versus $\sigma_{\epsilon}^{2}$ for (a) Case 1 (b) Case 2.
dence angle for the nearest VAPs will be smaller as the receiver is further away from the nearest VAPs, implying the effect of the tilt on the RSS values is smaller. Hence, while in Case 1, the reduction of the RSS for the nearest VAPs, and thus the performance reduction, is mainly due to the distance of the receiver to the nearest VAPs, in Case 2, the reduction of the RSS for the nearest VAPs is due to the tilt, and the largest reduction of the RSS occurs for different receiver position than in Case 1. As in Case 2 the receiver is tilted away from the nearest VAPs, it will receive less light from the nearest VAPs, implying the RMSE performance for Case 2 will be on the average worse than that for Case 1 . In both cases, the best performance is obtained with the proposed method and the resulting RMSE is close to the rCRB-nOU, indicating the proposed estimator performs close to optimal.

In Fig. 7, we show the average RMSE over the entire path as function of the variance $\sigma_{\epsilon}^{2}$. As can be observed in the figure, although the weighted AOA method performs worse for small $\sigma_{\epsilon}^{2}$, it is largely insensitive to the orientation uncertainty, while both RSS-based methods have a degrading performance for increasing $\sigma_{\epsilon}^{2}$ compared with the CRB in the absence of orientation uncertainty. The degradation of the proposed method is smaller than that of the RSS-S method, which could be expected as the RSS§ method does not take into account the orientation uncertainty. Further, it can be observed that, when $\sigma_{\epsilon}^{2}$ is large, the RMSE of


Fig. 8. RMSE versus $\|\tilde{\theta}\|$ for $\sigma_{\epsilon}^{2}=2.0 \times 10^{-2}$.
the RSS-Ş estimator becomes worse than that of the weighted AOA method in Case 1, while for Case 2, the RSS-S estimator is even not able to return a proper estimate of position.

Until now, we limited our investigations to the evaluation of the performance of the estimators for two tilt angles $\tilde{\theta}$ of the receiver along the elliptical path only, i.e. $\tilde{\theta}=0$ and $\tilde{\theta}=2 \pi / 9$. Now, we will investigate the effect of the tilt angle $\tilde{\theta}$ on the performance. Fig. 8 gives the average RMSE over the entire path as function of the tilt angle $\tilde{\theta}$ for $\sigma_{\epsilon}^{2}=2.0 \times 10^{-2} \mathrm{rad}^{2}$. As expected, the best performance is obtained with the proposed method, and its RMSE is close to the rCRB-nOU. It can also be observed that the RSS-Ş method in general performs better than the weighted AOA method, but near the tilt angle $\|\tilde{\theta}\|=\pi / 9$, the iterative procedure used in the RSS-Ş method fails to converge.

In this part, we evaluate the effect of the number of LEDs on the performance of the estimators. We consider the simulation setup shown in Fig. 5, but with $M^{2}$ extra VAPs mounted on the ceiling, i.e. the total number of VAPs now equals $N=4+M^{2}$. These extra VAPs are evenly distributed over the area, i.e. defining the length of the area $X=8 \mathrm{~m}$ and the width $Y=6 \mathrm{~m}$, the position of the VAPs are $\left[i \frac{X}{M+1}, j \frac{Y}{M+1}\right]^{\mathrm{T}}$, with $i, j \in\{1, \ldots, M\}$ and point straight down, i.e. $\theta_{\mathrm{VAP}}=\pi / 2$. Fig. 9 illustrates the average RMSE over the entire path as a function of the number of VAPs for $\sigma_{\epsilon}^{2}=2.0 \times 10^{-2} \mathrm{rad}^{2}$. It can be observed that this result is consistent with our previous results, i.e. the proposed method achieves the best performance and its RMSE is close to the rCRB-nOU. Further, as expected, Fig. 9 shows that when $N$ increases all estimators trend to have a better performance.

## 6. Conclusion

In this paper, we design a novel RSS-based positioning method for VLP in the presence of orientation uncertainty. This orientation uncertainty, which is modeled using the concept of Lie algebra, is included in the expression of the received signal strength. To be able to apply maximum likelihood estimation of receiver's position, we need a closed-form expression for the likelihood function of the RSS. Because the relationship between the RSS and the orientation uncertainty is non-linear, finding an exact closed-form expression is not possible. Therefore, we consider two Taylor expansion based approximations to find a closed-form expression for the likelihood function. We show that although the second-order approximation closely matches the true distribution, it will not lead to a closed-form expression for the likelihood function, while the first-order approximation results in a simple closed-form expression at the expense of some accuracy loss. The resulting likelihood


Fig. 9. RMSE versus $N=4+M^{2}$ VAPs for (a) Case 1 (b) Case 2.
function is optimized using an iterative procedure based on gradient descent algorithm in order to find the position estimate. We compare the performance of the proposed estimator with state-of-the-art estimators and show that in the presence of orientation uncertainty, the proposed estimator outperforms the state-of-theart estimators. In this paper, we restricted our attention to the effect of orientation uncertainty on RSS-based VLP. However, also in time-of-arrival (TOA)-based VLP [36] and time-difference-of-arrival (TDOA)-based VLP [37], the attenuation factor of the optical channel depends on the cosine of the incidence angle (7). Hence, their performance will also be affected by the orientation uncertainty. We expected that the first-order approximation will also be suitable for these systems to simplify the model and to derive algorithms to counteract the effects of the orientation uncertainty.
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