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#### Abstract

In this letter, we investigate the performance tradeoff between different tiers of heterogeneous networks (HetNets) consisting of a macrocell as the basic tier and small cells (e.g., picocells, femtocells, etc.) as the other tiers. Due to the interference among tiers in the HetNets, the performance of different cells are interactive. Maximizing the total performance in terms of data rate and energy efficiency (EE) of users in HetNets are both desirable system design objectives, however, it is expected that there is a non-trivial tradeoff between tiers due to the cochannel deployment. Thus, we formulate our resource allocation problem as a multiobjective optimization problem (MOOP) in which the performance of the macrocell and small cells are jointly maximized. Using the weighted Tchebycheff technique, we are able to transform the MOOP into a single objective optimization problem (SOOP). Then, an iterative algorithm is proposed to solve this SOOP which yields a locally optimal solution. Finally, our numerical results show this tradeoff among different tiers.


Index Terms-Heterogeneous networks, multiobjective optimization, performance tradeoff.

## I. Introduction

HETEROGENEOUS networks (HetNets) are recently considered as one of the most promising solutions to meet the needs of the fifth-generation (5G) broadband wireless communication systems in terms of higher spectral and energy efficiency [1]. In most previous papers in the literature, the maximization of energy efficiency (EE) or the total data rate of tiers in HetNets was formulated as a single objective optimization problem (SOOP) [2]-[5]. In [2], the authors investigated the power and bandwidth allocation in orthogonal frequency division multiple access (OFDMA) HetNets to maximize the energy efficiency of all small cell users while satisfying the constraints on the power and data rate. In [3], network throughput maximization problem in a downlink HetNet was first formulated and then a lowcomplexity resource allocation algorithm was proposed. The design of energy-efficient resource allocation for HetNets

[^0]wireless network with multihomed user equipments was investigated in [4]. In [5], the joint load balancing and interference management in HetNets was devised where an iterative algorithm based on successive convex programming was proposed. To the best of our knowledge, the performance tradeoff in terms of EE or data rate between different tiers has never been investigated in the literature. To this end, in this letter, we study this tradeoff by using a multiobjective optimization problem (MOOP).

To analyze the tradeoff between conflicting objectives in wireless systems, MOOP has been employed recently in [6]-[8]. In [6], interference efficiency was introduced as a new performance metric in underlay cognitive radio networks to maximize ergodic sum rate and minimize the average interference power on the primary receiver, simultaneously. The work in [7] simultaneously optimized data rates and harvested powers as a general MOOP while considering multiuser multiple-input multiple-output broadcast networks implementing simultaneous wireless information and power transfer. In [8], a resource allocation scheme for a simultaneously wireless information and power transfer (SWIPT) network with non-linear energy harvesting model was studied as a MOOP where the weighting sum method was proposed. In practice, maximizing EE or throughput between tiers are both desirable. However, it is expected that there is a non-trivial tradeoff between tiers, as users in each cell experience interference from other cells and their achievable rates are affected by the received interference power from other base stations. In contrast to [1]-[5], here an energy efficiency or throughput maximization as a MOOP is considered in OFDMA HetNets to investigate the performance tradeoff between tiers. Furthermore, this performance tradeoff can enhance the load balancing between different tiers. Hence, by using adjustable weighting parameters, a service provider has a degree of freedom in executing resource allocation policy to balance the load between different tiers. Moreover, considering this tradeoff provides fairness among the tiers. In fact, this letter avoids to connect the considerable majority of users to the macrocell while the small cells become still without any user. This motivates us to formulate our problem as a MOOP in which the performance of macrocell and the small cells are jointly maximized. In this problem, the optimal subchannel assignment and power allocation should be found for each cell. To solve the formulated non-convex MOOP, we first employ the weighted Tchebycheff method which transforms the MOOP into a SOOP by introducing a new parameter [10]. Different weights are given to different cells in this method representing the beneficial coefficient of the heterogeneous cells in providing rate and allocated power for users. Note that the weighted Tchebycheff method is able to generate every Pareto optimal solution even if the problems are non-convex functions with a low computational complexity. Then, in order to solve the obtained SOOP, we propose
an iterative resource allocation algorithm that decouples the subchannel assignment and power allocation to obtain a locally optimal solution.

## II. System Model

In our scenario, we assume a general multi-tier HetNet model, where a high power macrocell is considered as the basic tier while the other tiers consist of small cells with lowpower base stations, such as picocells and femtocells. Define the set of all base stations as $\{0,1,2, \ldots, N\}$, where index 0 refers to the macrocell and $\mathcal{N}=\{1,2, \ldots, N\}$ denotes the set of low-power base stations, which are deployed within the coverage area of the macrocell base station to increase data rate. As the macrocell and the other cells work under cochannel deployment, they incur some inter-cell interference. In this letter, we focus on downlink transmissions with a bandwidth $B$ that is divided into $\mathcal{M}=\{1, \ldots, M\}$ subchannels. Each subchannel has $B_{c}=B / M \mathrm{~Hz}$ bandwidth. We assume that in tier $n,(0 \leq n \leq N), \mathcal{U}_{n}$ is the set of $U_{n}$ users served by the $n$th base station. The power allocated to the $m$ th subchannels in cell $n$ is denoted by $p_{n}^{m}$. We denote the instantaneous channel power gains for the link between the $n$th base station and the $l$ th user on the $m$ th subchannel as $h_{n, l}^{m}$. User $l$ on the subchannel $m$ receives its signals and the interference signals from other cells. The noise power is $N_{0}$. The instantaneous received signal-to-interference-plus-noise ratio (SINR) at receiver $l$ in cell $n$ on subchannel $m$ is

$$
\begin{equation*}
\operatorname{SINR}_{n, l}^{m}=\frac{p_{n}^{m} h_{n, l}^{m}}{N_{0}+\sum_{\substack{j=0 \\ j \neq n}}^{N} p_{j}^{m} g_{j, l}^{m}}, \tag{1}
\end{equation*}
$$

where $g_{j, l}^{m}$ is the interference channel gain coming from other cells on user $l$ th in cell $n$ on subchannel $m$.

In particular, the performance tradeoff between different tiers in HetNets is an interesting but challenging optimization problem, since they are usually coupled and conflicting. This is because such networks under co-channel deployment suffers from inter-cell interference that is originated from users in different tiers. This motivated us to formulate our problem as a MOOP to study the tradeoff between all cells in our scenario.

## III. MOOP FORMULATION

In this section, in order to investigate a performance tradeoff between different cells of HetNets, we jointly maximize the EE (and alternatively the sum rate) of the macrocell and the small cells. This optimization is constrained for maximum total transmit power in each base station as well as minimum rate for each tiers. Such joint constrained optimization can be formulated through the following MOOP:

$$
\begin{array}{ll}
\max _{\mathbf{p}, \boldsymbol{\rho}} & E E_{n}=\frac{\sum_{m=1}^{M} \sum_{l=1}^{U_{n}} \rho_{n, l}^{m} \ln \left(1+\mathrm{SINR}_{n, l}^{m}\right)}{\sum_{m=1}^{M} p_{n}^{m}+P_{n}^{c i r}}, \forall n, \\
\text { s.t. } & \sum_{m=1}^{M} p_{n}^{m} \leq P_{n, \max }, \quad \forall n, \\
& \sum_{m=1}^{M} \sum_{l=1}^{U_{n}} \rho_{n, l}^{m} \ln \left(1+\mathrm{SINR}_{n, l}^{m}\right) \geq R_{n, \text { min }}, \forall n, \\
& \sum_{l=1}^{U_{n}} \rho_{n, l}^{m} \leq 1, \quad \forall m, n, \tag{2d}
\end{array}
$$

$$
\begin{equation*}
\rho_{n, l}^{m} \in\{0,1\}, \quad \forall n, m, l, \tag{2e}
\end{equation*}
$$

where $\rho_{n, l}^{m}$ is a binary variable indicating the subchannel assignment such that $\rho_{n, l}^{m}=1$ if subchannel $m$ is assigned to users $l$ in cell $n$ and $\rho_{n, l}^{m}=0$, otherwise. Also, $\mathbf{p} \in \mathbb{R}^{M U_{N} \times 1}$ and $\boldsymbol{\rho} \in \mathbb{Z}^{M U_{N} \times 1}$ are the collections of power allocation and subchannel assignment variables for all cells. $P_{n}^{c i r}$ is a constant value denoting the circuit power consumption of the base station in cell $n . P_{n, \max }$ is the maximum total transmit power of the base station in cell $n . R_{n, \min }$ is the minimum required rate for each tiers. The objective function EE in (2a) can be replaced by a MOOP where the sum rate of each cell (the numerator of EE) is maximized while the total transmission power of each base station (the denominator of EE ) is minimized, simultaneously [11]. The underlying problem can be solved through the weighted Tchebycheff method, which is formally stated as

$$
\begin{align*}
& \min _{\mathbf{p}, \boldsymbol{\rho}, \chi} \chi  \tag{3a}\\
& \text { s.t. } \frac{\alpha_{n}}{\left|C_{n}\right|}\left(C_{n}-\sum_{m=1}^{M} \sum_{l=1}^{U_{n}} \rho_{n, l}^{m} \ln \left(1+\mathrm{SINR}_{n, l}^{m}\right)\right)  \tag{3b}\\
&-\chi \leq 0, \quad \forall n, \\
& \frac{\beta_{n}}{\left|P_{n}\right|}\left(\sum_{m=1}^{M} p_{n}^{m}-P_{n}\right)-\chi \leq 0 \forall n, \tag{3c}
\end{align*}
$$

$$
\text { s.t. } \quad(2 \mathrm{~b})-(2 \mathrm{e}),
$$

where $\chi$ is an additional auxiliary optimization variable. It should be noted that $\left|C_{n}\right|$ and $\left|P_{n}\right|$ indicate the normalization factors. Moreover, $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{N}$ and $\beta_{0}, \beta_{1}, \ldots, \beta_{N}$ denote the weighting coefficients indicating the importance of different objectives such that $\alpha_{0}+\alpha_{1}+\cdots+\alpha_{N}+\beta_{0}+\beta_{1}+\cdots+$ $\beta_{N}=1$. Note that by assuming $\beta_{0}=\beta_{1}=\cdots=\beta_{N}=0$, we are able to find a sum rate tradeoff between different tiers. The weighted Tchebycheff method can provide a complete Pareto-optimal set by changing the coefficient weights assuming that $C_{0}, C_{1}, \ldots, C_{N}$ and $P_{0}, P_{1}, \ldots, P_{N}$ are the optimal objective values with respect to each objective [10]. In fact, they can be considered as the maximum rate and minimum transmit power at different cells. It is worth mentioning that a solution that is as close as possible to the Utopia point is Pareto optimal [10]. Here, $\chi$ can be viewed as a parameter to evaluate the performance between the different tiers in HetNets.

Problem (3) is a non-convex mixed integer non-linear problem (MINLP) due to the binary constraint in (2e) and the existence of the interference terms in the SINR in (1). As can be seen in constraint (3b), the different optimization variables, i.e., power allocation and subchannel assignment are coupled with each other. This type of problems is among the most challenging problems in which obtaining the globally optimal solution for large networks is practically impossible. The complexity of the approaches to deal with these problems grows exponentially. Therefore, we decouple this problem into two subproblems to reduce the required computational complexity, and design an iterative solution where the subchannel assignment and power allocation are performed iteratively to obtain a locally optimal solution. In the following, we first discuss the subchannel allocation.

Here, we first attempt to find the optimal subchannel assignment for users when a feasible power allocation for all subchannels in all cells is given. At iteration $t$, the subchannel
allocation $\rho_{n, l}^{m}[t]$ is determined based on the power allocation $p_{n, l}^{m}[t-1]$ in the previous iteration as:
$\rho_{n, l}^{m}[t]= \begin{cases}1, & \text { if } l=\arg \max _{l} \ln \left(1+\operatorname{SINR}_{n, l}^{m}[t-1]\right), \\ 0, & \text { otherwise. }\end{cases}$
To initialize the iterative algorithm, we start by computing a feasible solution $(\rho[0], \mathbf{p}[0]) .{ }^{1}$ Suppose that the subchannel assignments for a given power $\mathbf{p}[t-1]$ are settled at this iteration. Then with the chosen $\rho[t]$, the optimization problem is formulated to obtain the power allocation. In this regard, we can omit $\rho_{n, l}^{m}$ wherever it appears. However, the optimization problem is still non-convex due to the incorporating interference in the rate function. To deal with this issue, we use successive convex approximation. In this method, instead of dealing with the highly non-concave rate function, we establish a concave lower bound for the rates, by using the following inequality [12]:

$$
\begin{equation*}
v_{n}^{m} \ln z_{n}^{m}+w_{n}^{m} \leq \ln \left(1+z_{n}^{m}\right) \tag{5}
\end{equation*}
$$

which is tight (exact) at $z_{n}^{m}=\hat{z}_{n}^{m} \geq 0$ when the approximation constants are chosen as

$$
\begin{align*}
v_{n}^{m} & =\frac{\hat{z}_{n}^{m}}{1+\hat{z}_{n}^{m}}  \tag{6}\\
w_{n}^{m} & =\ln \left(1+\hat{z}_{n}^{m}\right)-\frac{\hat{z}_{n}^{m}}{1+\hat{z}_{n}^{m}} \ln \left(\hat{z}_{n}^{m}\right) \tag{7}
\end{align*}
$$

The relations (5)-(7) can be obtained from equating the slope and function values at $\hat{z}_{n}^{m}$ giving a unique correspondence between each $\hat{z}_{n}^{m}$ and the pair $\left\{v_{n}^{m}, w_{n}^{m}\right\}$. These equations were first derived in [12] to formulate the successive convex approximation for low-complexity (SCALE) algorithm for multiuser power control over cross-talk-corrupted digital subscriber line (DSL) systems. Using the approximation (5) and defining $\tilde{p}_{n}^{m}=\ln \left(p_{n}^{m}\right)$ ([9] for $\forall m, n$ ), the optimization problem (3) is transformed into the following optimization

$$
\begin{align*}
& \min _{\tilde{\mathbf{p}}, \chi} \chi(\tilde{\mathbf{p}})  \tag{8a}\\
& \text { s.t } \frac{\alpha_{n}}{\left|C_{n}\right|}\left(C_{n}-\left(\sum_{m=1}^{M} \sum_{l=1}^{U_{n}} v_{n}^{m} \ln \left[\frac{e^{\tilde{p}_{n}^{m}} h_{n, l}^{m}}{N_{0}+\sum_{\substack{j=0 \\
j \neq n}}^{N} e^{\tilde{\tilde{p}}}{ }_{j}^{m}} g_{j, n}^{m}\right]\right.\right. \\
& \left.\left.+w_{n}^{m}\right)\right)-\chi \leq 0, \quad \forall n,  \tag{8b}\\
& \frac{\beta_{n}}{\left|P_{n}\right|}\left(\sum_{m=1}^{M} e^{\tilde{p}_{n}^{m}}-P_{n}\right)-\chi \leq 0 \quad \forall n,  \tag{8c}\\
& \sum_{m=1}^{M} e^{\tilde{p}_{n}^{m}} \leq P_{n, \text { max }} \quad \forall n,  \tag{8d}\\
& \sum_{m=1}^{M} \sum_{l=1}^{U_{n}}\left(v_{n}^{m} \ln \left[\frac{e^{\tilde{p}_{n}^{m}} h_{n, l}^{m}}{N_{0}+\sum_{\substack{j=0 \\
j \neq n}}^{N} \tilde{e}_{j}^{m}} g_{j, n}^{m}\right]+w_{n}^{m}\right) \\
& \geq R_{n, \min ,} \forall n . \tag{8e}
\end{align*}
$$

Note that the log-sum-exp function is convex [9], so optimization problem (8a)-(8e) is a convex problem. The steps

[^1]for the power control algorithm are shown in Alg. 1 where the original problem (3) is solved by tightening the bound in (8a)-(8e) while updating $v_{n}^{m}$ and $w_{n}^{m}$. In the first iteration, we initialize $v_{n}^{m}=1$ and $w_{n}^{m}=0$ and in the next iterations, $v_{n}^{m}$ and $w_{n}^{m}$ are updated based on (6) and (7) where $\hat{z}_{n}^{m}=\frac{e^{\tilde{p}_{n}^{m}} h_{n, l}^{m}}{N_{0}+\sum_{\substack{j=0 \\ j \neq n}}^{N} \tilde{e}_{j}^{m} g_{j, n}^{m}}$.

Lemma 1: In Alg. 1, the obtained result at each iteration monotonically improves so that the sequence converges to the point that the logarithmic approximation (8a)-(8e) is exact.

Proof: To prove this lemma, we first define two functions as

$$
\begin{align*}
C_{n}^{\prime}\left(p_{n}^{m}\right)= & \left(C_{n}-\sum_{m=1}^{M} \ln \left(1+\frac{p_{n}^{m} h_{n, l}^{m}}{N_{0}+\sum_{\substack{j=0 \\
j \neq n}}^{N} p_{j}^{m} g_{j, l}^{m}}\right)\right)  \tag{9}\\
\tilde{C}_{n}\left(\tilde{p}_{n}^{m}, v_{n}^{m}, w_{n}^{m}\right)= & \left(C_{n}-\left(\sum_{m=1}^{M} v_{n}^{m}\right.\right. \\
& \left.\left.\times \ln \left[\frac{e^{\tilde{p}_{n}^{m}} h_{n, l}^{m}}{N_{0}+\sum_{\substack{j=0 \\
j \neq n}}^{N} \tilde{\tilde{p}}_{j}^{m} g_{j, n}^{m}}\right]+w_{n}^{m}\right)\right) \tag{10}
\end{align*}
$$

At the $i$ th iteration, we assume that the previous iteration $\left\{p_{n}^{m}(i-1)\right\}$ is a feasible solution to the optimization problem (8a)-(8e). It is obvious that for $i=1$, the all-zero vector is feasible for optimization problem (8a)-(8e), however, for $i>1$, it should be

$$
\begin{align*}
& \tilde{C}_{n}\left(\tilde{p}_{n}^{m}(i), v_{n}^{m}(i), w_{n}^{m}(i)\right) \geq C_{n}^{\prime}\left(p_{n}^{m}(i)\right) \\
& =\tilde{C}_{n}\left(\tilde{p}_{n}^{m}(i), v_{n}^{m}(i+1), w_{n}^{m}(i+1)\right) \tag{11}
\end{align*}
$$

In the above equations, the inequality is because of the definition of the bound (5) and equality follows from the tightening step in Alg. 1. Hence, it can be concluded that the minimization in Alg. 1 will decrease the objective function $(\chi(\tilde{\mathbf{p}}))$ at the $i$ th iteration, or remain constant.

## IV. Computational Complexity

Now, we aim at investigating the computational complexity of our proposed algorithm. Taking into account that we need to optimize the sub-channel allocation and the power allocation, we use a two-step approach. In the first step, the best sub-channel for each user is determined via (4) and for the chosen sub-channel the locally optimal power allocation is solved based on the SCALE [12] algorithm using (8). For the optimal sub-channel assignment the order of complexity is $\mathcal{O}(N M U)$, and for the power allocation is $\mathcal{O}(N M U)(4 N)$. Moreover, when the CVX is employed, it employs SCALE approach with the interior point method and the number of required iterations for this approach is $\frac{\log (4 N) / i^{0} \delta}{\log (\epsilon)}$, where $i^{0}$ is the initial point, $0<\delta \ll 1$ is the stopping criterion, and $\epsilon$ is used for updating the accuracy of the method.

## V. Numerical Results

In this section, we present the numerical results for the tradeoff between the performance of different tiers in a HetNet. We assume $M=4$, the number of cells are 4 , $P_{0, \text { max }}=43 \mathrm{dBm}, P_{1, \text { max }}=35 \mathrm{dBm}, P_{2, \text { max }}=38 \mathrm{dBm}$ and $P_{3, \max }=30 \mathrm{dBm}, R_{\mathrm{n}, \min }=R_{\min }=0.1 \mathrm{bps} / \mathrm{Hz}$. Also, the same value of $P_{\mathrm{n}}^{\mathrm{cir}}=30 \mathrm{dBm}$ for all base stations is assumed. For the


Fig. 1. Throughput tradeoff between tiers. (a) $\chi$ vs. weighting coefficient $\alpha_{0}$. (b) Rate in each cell vs. weighting coefficient $\alpha_{0}$.

```
Algorithm 1 Iterative Power Allocation Algorithm Using
Series of Concave Approximations Method
    1: Initialize \(i=0\) and \(p_{n}^{m}[0], v_{n}^{m}[0]=1\) and \(w_{n}^{m}[0]=0\)
    Repeat
    3: Solve the optimization problem (8a)-(8e) using optimization
    package incorporated with interior point method to find \(\tilde{p}_{n}^{m}[i]\)
    4: Tighten: update \(v_{n}^{m}[i]\) and \(w_{n}^{m}[i]\) at \(\hat{z}_{n}^{m}\) with (6) and (7)
    5: \(i=i+1\)
    6: Until Convergence
```

wireless channel model, each subchannel experiences Rayleigh fading which includes the pathloss component as $128.1+37.6$ $\log (d)$, in which $d$ is the distance of BS to user in km . Additional auxiliary optimization variable $(\chi)$ and the rate of each cell against $\alpha_{0}$ are plotted in Fig. 1a and Fig. 1b respectively for $\beta_{0}=\beta_{1}=\beta_{2}=\beta_{3}=0.05, \alpha_{1}=\alpha_{3}=0.1$, and $\alpha_{2}=0.6-\alpha_{0}$. From Fig. 1a, we can observe that by increasing $\alpha_{0}$, the additional auxiliary optimization variable decreases until it reaches to the minimum value, $\alpha_{0}=0.4$, and then increases. From Fig. 1b, it is obvious that when $\alpha_{0}$ increases, the data rate of cell 0 also increases due to the enhancing the weight of cell 0 , whereas the data rate of cell 2 starts to decline with diminishing its weight. On the other hand, due to giving fixed weight to cell 1 and cell 3 , the data rate for these two cells are flactuated. It is evident that the minimum value of $\chi$ is obtained for $\alpha_{0}=0.4$ which corresponds to the maximum system throughput.

The EE for each cell against $\beta_{0}$ are plotted in Fig. 2 for $\alpha_{0}=\alpha_{1}=\alpha_{2}=\alpha_{3}=0.05, \beta_{1}=\beta_{3}=0.1$, and $\beta_{2}=$ $0.6-\beta_{0}$. In this figure, we change $\beta_{0}$ since the effect of power consumption on EE is generally much more substantial than that of the system throughput. This is due to the fact that EE is directly proportional to the power consumption with a linear scale. In this figure, we observe that while varying $\beta_{0}$ from 0 to 0.6 , the weight given to the power consumption of tier 0 increases, leading to a more power decrease and consequently EE increases for tier 0 . Meanwhile, by giving less weight to the power consumption of tier 2 , the power consumption for tier 2 increases which results into EE decrease for tier 2.


Fig. 2. EE in each cell vs. weighting coefficient $\beta_{0}$.

## VI. Conclusion

In this letter, we addressed a tradeoff among the performance of each cell in multi-tier HetNets by formulating a MOOP when the interference between cells is taken into account. The proposed formulation was solved using the weighted Tchebycheff method. Simulation results unveiled that the proposed scheme gives a performance tradeoff among different tiers in the OFDMA-based HetNet that can be changed by considering different weighting coefficient for each tier, denoting their relative importance. Moreover, it can be concluded that the minimum value of $\chi$ corresponds to the maximum system throughput where $\chi$ behaves as a load balancing factor. In wireless system design, adjusting weighting coefficients depends on several aspects such as the number of users per unit coverage, deployment and maintenance cost, monetary issues, etc.
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