Accurate BER Analysis of Orthogonal Space-Time
Block Codes with MMSE Channel Estimation

Lennert Jacobs and Marc Moeneclaey
Ghent University, TELIN Department, DIGCOM Research Group
Sint-Pietersnieuwstraat 41, B-9000 Gent, Belgium
E-mail: {Lennert.Jacobs,Marc.Moeneclaey} @telin.ugent.be

Abstract—In this paper, we investigate the effect of imperfect
channel estimation on the bit error rate (BER) performance of
orthogonal space-time block codes (OSTBCs). The multiple-input
multiple-output (MIMQO) propagation channel is assumed to be
affected by uncorrelated flat Rayleigh block fading. We consider a
mismatched maximum-likelihood (ML) receiver, which estimates
the channel matrix from known pilot symbols according to a
minimum mean-square error (MMSE) criterion, and uses the
channel estimate in the symbol-by-symbol detection algorithm
as if it were the true channel matrix. For both PAM and QAM
constellations and OSTBCs satisfying a proposed criterion, we
present simple exact closed-form expressions for the BER of the
mismatched receiver and the corresponding BER degradation as
compared to a receiver that knows the true channel matrix. For
OSTBC:s that do not satisfy this criterion, a simple approximation
of the BER and the associated BER degradation is derived,
assuming PAM and QAM constellations. By means of computer
simulations, this approximation is shown to be very accurate.

I. INTRODUCTION

In wireless applications, spatial diversity is achieved by
using multiple antennas at the transmitter and/or receiver
side. These so-called multiple-input multiple-output (MIMO)
communication systems can achieve a maximum diversity
order of NyN, (with Ny and N, denoting the number of
transmit and receive antennas, respectively), provided that
proper space-time coding is used. In 1998, Alamouti invented
a simple coding scheme for data transmission using two
transmit antennas [1], with the remarkable benefit that the
maximum-likelihood decoding algorithm reduces to symbol-
by-symbol detection, based only on linear processing at the
receiver. Tarokh er al. generalized Alamouti’s scheme to an
arbitrary number of transmit antennas by introducing the
concept of orthogonal space-time block coding [2], [3]. As
the orthogonal space-time block codes (OSTBCs) achieve full
spatial diversity, and require only linear processing at the
receiver, these codes are a very attractive transmit diversity
technique.

Tarokh et al. [4] demonstrated, by means of simulations, that
significant gains can be achieved by increasing the number of
transmit antennas at the expense of almost no extra decod-
ing complexity. Kim et al. [5] presented exact closed-form
bit error rate (BER) expressions of OSTBCs for phase-shift
keying (PSK) constellations. In [6], exact BER expressions
of OSTBCs with square quadrature amplitude modulation
(QAM) constellations in slow Rayleigh fading channels were
derived. Exact closed-form BER equations for pulse amplitude

modulation (PAM), QAM en PSK constellations in correlated
Rayleigh MIMO channels, were derived in [7].

However, it is important to note that the above BER results
were derived under the assumption that the channel state
information (CSI) of the propagation channel is known at the
receiver. In practical wireless applications, the receiver has to
estimate the channel response, which inevitably results in a
performance penalty. In [8], the effect of channel estimation
errors on the BER was demonstrated by means of simulations.
In [9], expressions for the exact decoding error probability
(DEP) were obtained for the case of square OSTBCs and PSK
constellations. The symbol error rate (SER) of OSTBCs in
presence of channel estimation was studied in [10] and [11]. In
[12], analytical BER expressions as well as the tight Chernoff
bound were given for orthogonal space-time block coded sys-
tems employing M-PSK modulation. High-SNR expressions
for the pairwise error probability (PEP) were derived under
quite general conditions in [13], using an eigenvalue approach.
In [14], an exact closed-form expression for the PEP of both
orthogonal and non-orthogonal space-time codes in the case
of least-squares channel estimation was obtained by means
of characteristic functions. However, from the PEP one can
compute only an upper bound on the BER, which in a fading
environment does not converge to the true BER at high SNR.
To avoid this drawback, we consider in this paper the true BER
of OSTBCs, and present a simple closed-form expression for
the BER in case of PAM and QAM signal constellations and
minimum mean-square error (MMSE) channel estimation. We
investigate under which condition on the OSTBCs this BER
expression is exact, and point out that for OSTBCs that do
not satisfy this condition the BER expression provides a very
accurate approximation.

II. SIGNAL MODEL

Consider an orthogonal space-time block coded commu-
nication system with N; transmit antennas and [V, receive
antennas, and a flat Rayleigh fading propagation channel.
Transmission is organized in frames: in one frame, each
transmit antenna sends K, known pilot symbols and K coded
data symbols; the pilot symbols enable channel estimation at
the receiver. Within one frame of Ny = K + K, symbols, the
channel is assumed to be constant (block fading). The N, x N,
received signal matrix Ryo is given by

Riot = [Rp, R =H[A,, A] + W, 1)
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where the Ny x K, pilot matrix A, and the N; x K data
matrix A consist of the pilot symbols and the coded data
symbols, respectively, transmitted at each transmit antenna.
The propagation channel is represented by the N, x N
complex random matrix H, whose elements are independent
identically distributed (i.i.d.) zero-mean circularly symmetric
complex Gaussian (ZMCSCG) random variables with unit
variance (i.e., each channel coefficient has independent real
and imaginary parts with zero mean and variance 1/2). The
N; X N, matrix W represents additive spatially and temporally
white noise and consists of i.i.d. ZMCSCG random variables
with variance Ng.

An orthogonal space-time block code transforms a block
s(k) of Ny information symbols s;(k), 1 < i < Nj, into
a Ny x K. coded symbol matrix C(k), with k denoting
the block index. Hence, assuming that K is a multiple of
K., the transmitted data symbol matrix is given by A =
VES[C(1), -+ ,C(K/K.)]. Restricting our attention to OS-
TBCs from complex linear processing orthogonal designs [2],
the entries of the symbol matrices are linear combinations of
the information symbols and their complex conjugate, such
that C can be written as (we drop the index k for notational
convenience)

Ng
C= (Cisi T C;s’;) . )

i=1

The Ny x K. matrices C; and C;- comprise the coefficients
of s; and s} in the matrix C, respectively. Without loss of
generality, we may assume that the matrices C are scaled
in such way that they satisfy the following orthogonality

condition: N
ccll = (AZ |si2) Iy, 3)
i=1

where (-)f denotes the Hermitian transpose, A = K. /N and
Iy, is the Ny x IV, identity matrix. In this way, considering
a normalized information symbol constellation (E[|s;]|*] = 1),
the above property yields

1 2
7]E{ C } —1, 4
=k lc @
where ||.|| denotes the Frobenius norm. From this, it follows

that the average energy of the transmitted coded symbols is

given by FEjg:
1

N K
Similarly, the average energy of the pilot symbols is £,.

E[IAl*] = B.. )

III. PILOT-BASED CHANNEL ESTIMATION

The receiver can estimate H using R, and the known pilot
matrix Ap. Assuming orthogonal training sequences, i.e., the
matrix A, has orthogonal rows such that A, Al = K, E Iy, ,
the MMSE channel estimate [15] is given by

1

H=—— _R,A" 6
NO+KpEp P p ()

Defining the channel estimation error as A=H- I:I the
following properties can be derived from (6):

e Hand A are Gaussian and statistically independent;
e The components of H are i.i.d. ZMCSCG random vari-

ables with
. 2 K, E
2 P—PpP
n [ ’ ] No + KpEp @
o The components of A are ii.d. ZMCSCG random vari-
ables with
. 2 N,
2 0
~ = E Am n = 8
A { ’ } No + Ky B, ®

Allocating a large total energy K, ), to pilot symbols yields
an accurate channel estimate (see (8)), but on the other hand
gives rise to a reduction of the symbol energy Eg. Denoting
by I}, the energy per information bit and writing I}, = vEj,
we have

E K log, (M) FE; ©)
s=————plo ;
T KK, plogg b
where p = N;/(N;K.) and M denote the code rate and the
number of constellation points, respectively.

IV. ML DETECTION ALGORITHM

If H is known by the receiver, maximum-likelihood (ML)
detection of the data symbol matrix C(k) reduces to

2
;o 310)

G(k) = arg i HR’(k) - \/ESH(Nl(k;)‘

where R’(k) is the received signal matrix corresponding to the
transmitted symbol matrix C(k), and the minimization is over
the valid code matrices satisfying (2). Since only the estimated
channel matrix H is known instead of H, we consider a
receiver that uses H in the same way an ML receiver would
apply H (we omit the index k for notational convenience):
N L2
¢ = argmin HR’ . \/ESHCH . (11)
c
This type of receiver is often called a mismatched receiver.
Taking (3) into account, the detection algorithm (11) for

the information symbols s; reduces to symbol-by-symbol
detection:

§; = argmin |u; — §;|, 1 <i < N;. (12)
In (12), the decision variable u; is given by
tr (c{f 7R + R’Hﬂcg)
i = ; 13)

2
o]

where tr(-) denotes the trace.



V. BIT ERROR RATE ANALYSIS

For a mismatched receiver that assumes H to be the correct
channel matrix, the received signal R’ that corresponds to the
data matrix C can be decomposed as

= EHC +/E,AC + W/,

where mﬂC is the useful component, W’ is the Gaussian
channel noise, and v/E,AC is additional noise caused by the
channel estimation error; the latter noise is Gaussian when
conditioned on C. As compared to a receiver with perfect
channel knowledge (PCK), the detection performance of the
mismatched receiver is degraded: the useful component is
reduced (because it follows from (7) that 012;1 < 1) and the
total noise variance is increased.

When the mismatched receiver and the PCK receiver
achieve some target BER at F}, /Ny = (Ep/No)ummse and
Ey /Ny = (Ey,/No)pck, respectively, the BER degradation of
the mismatched receiver as compared to the PCK receiver is
expressed as 101log;o((En/No)vmse/ (Ev/No)pck) [dB].

Expanding (13) yields w; = s; +n;, 1 < ¢ < N,
where the disturbance term n; contains contributions from
the channel noise W’ and the channel estimation error A,
and is Gaussian when conditioned on C. When the CSI is
known at the receiver (i.e., A = 0), n; is a ZMCSCG random
variable independent of C with variance No/(AEs |[H|?).
Owing to the simple symbol-by-symbol detection algorithm
of the information symbols, analytical BER expressions for
the PCK receiver can be easily obtained (e.g., [16], [17], [6]).
However, in this paper we investigate the effect of channel
estimation errors on the BER of a mismatched receiver.

(14)

A. M-PAM constellation

In a fading environment, the BER is obtained by averaging
the conditional BER (conditioned on the channel matrix) over
the channel statistics. Here, we take the average over the
statistics of the estimated channel:

BERy—-pam = Ep BERM—PAM(I:I)} . (15)
Since the code matrix C of an OSTBC comprises Ny infor-
mation symbols s;, represented by the transmitted information
symbol vector s = (s1,--- , SN, ), the BER conditioned on the
estimated channel matrix is given by

BERy—pAM (ﬁ> = E; [BERMfPAM}i(I:I) (16)
N,
1 5 N
= EZBERJW—PAMJ(H)»(17)

i=1

where BER,M,]DAM’Z'(I:I) is the BER corresponding to the
information symbol s;, conditioned on H. A decision error
occurs when the decision variable u; is inside the decision
area of a symbol b which is different from the transmitted

symbol s;. Hence, BERM_PAM7Z'(I:I) is given by

BERym—paAM,i (A> Z log, s“ s, b, H)
MN > os, S“ s,b,H), (18)
scWUNs bel

where ¥ denotes the normalized M-PAM constellation and
N (s;,b) represents the Hamming distance between the binary
representations of the transmitted symbol s; and the decoded
symbol b. P;(s,b, H) is the probability that u; is located in
the decision area of the constellation point b (when the trans-
mitted symbol vector and the channel estimate are known).
With d;(s;,b) and da(s;,b) denoting the distances between
the transmitted constellation point s; and the boundaries of
the decision area of b, with di(s;,b) < da(s;,b) (we set

da(s;,b) = oo if b is an outer constellation point), P;(s, b, H)
reduces to
~ di(si,b da(s;,b
Pi(s,b,H1) = Q (1(3)) —Q (2(‘9)> (19
OR; (37 H) JRi(S’ H)

where og, (s, H) denotes the standard deviation of the real
part of u; and Q(.) is the Gaussian Q-function, defined as

o e L [Fon ()

Let the NV; x N; matrix Cg,(s), 1 < i < N, be defined as

(20)

Cr.(s) 2 C (c + C;)H, @1

which is a function of the information symbol vector s through
the code matrix C (see (2)). It can be shown that
o4 E||HCk,

Ny (S)HH2
S N @2
2AESH}“IH2< No A 22

The expectation of (19) over H is difficult to compute,
because the expression between parentheses in (22) depends
on H. However, this dependence is removed if the considered
OSTBC satisfies the following criterion for 1 < ¢ < Nj:

Cr, (s)"Cr, (s) = Br, (s) In,, (23)

where g, (s) = ||Cr, (s)||> /N;. When (23) holds, the vari-
ance (22) simplifies to

H

. N, 0% Eyfr, (s)
Ro(sH)=—C (1420 (24)
VN T T ( No A

and the averaged Q-functions in (19) reduce to [16]

alo()
OR,; (a, H)
2/\d2( wb) B
/\WK Kp Bs



for j € {1,2}. In (25), the function €2(#) is defined as

Q(H)é[lgﬂ]LLX:_l(L_;—'—k) {Tr, 06

k=0

with L = N, N; denoting the spatial diversity achieved by the
OSTBGC, and = +/0/(2+ 9).

Taking (9) into account, the ratio of the BER of the
mismatched receiver to the BER with PCK (K, = 0) is easily
derived (at high Ey/Ny):

L
BER/— K
M-PAMMMSE _ (1+ Y p) v

BER ) —pAM,PCK K
L
Eis {(1 T iji((i)) g(si)}
. @7
E, [ 7
where the function £(s) is defined as
R 1 1
€6) £ 2 N(s,b) (d%, b B b)) -

bew

Given that the ratio (27) does not depend on Ey, /Ny, it follows
that the PCK receiver and the mismatched receiver give rise
to the same diversity order (which equals N, Ny for OSTBCs),
as observed in [15]. As stated before, the mismatched receiver
must have a larger F}, /Ny ratio than the PCK receiver, in
order that both receivers have the same BER. Taking into
account that a diversity order of L = N, /V; is achieved (BER
o (Ey/Ny)~T), the amount (in dB) by which the E, /Ny ratio
of the mismatched receiver should be increased to obtain the
same BER as the PCK receiver is given by

10 1 BER p—pAM, MMSE
A 0810 :

(29)
BER—pAM,PCK

For OSTBCs that do not satisfy criterion (23), replacing
the variance (22) by its average over the entries of H, when
conditioned on HH| 2, also results in (24). In this way, (25)
and (27) provide simple approximations of the BER and the

BER degradation of the mismatched receiver.

B. M-QAM constellation

Now we consider square M-QAM transmission with Gray
mapping, which is equivalent to V' M-PAM transmission for
both the in-phase and quadrature information bits. An in-phase
(quadrature) decision error occurs when the real (imaginary)
part of the decision variable u;, corresponding to the transmit-
ted information symbol s;, is located outside the projection of
the decision area of s; on the real (imaginary) axis. Since
the BER can be computed as the average of the BERs for
the in-phase and quadrature information bits, the computation
follows the same lines as for PAM.

Defining the matrix Cj,(s) as

Cu(s) 2 C (Ci — C;)H : (30)

the exact BER for both the in-phase and quadrature informa-
tion bits can be computed analytically if the OSTBC satisfies
the following criterion for 1 <17 < Ng:
2
G (5)77C (5) = LM a1
Cq, (s 12 !
Cu (@0 ) = 19 x,,

where Cg, (s) is given by (21). For OSTBCs satisfying (31),
the high-SNR ratio of the BER of the mismatched receiver
to the BER with PCK (K}, = 0), using a normalized QAM
constellation ® with Gray mapping, is given by

BERM-qamMmmse (1 n ’YKp>L y
BER s —qam,pck K

E; s {(1 + i?,(:p))L Er(s:) + (1 + 'f;’;(sz)L fl(5i>:|

, (32
Es [éR(S) + EI(S)]
where the functions &g (s) and & (s) are defined as
A 1 1
Er(s) = Xpeay, Nr(s,D) (d%PR(s,b) - d%?R(s,b)) (33)

&i(s) = Zbeqn Ni(s,b) (d?ﬁ%s,b) o dgfis,b)

where @i and @1 denote the projection of ® on the real axis
and the imaginary axis, respectively. The quantities Ny (s, ),
dy p(s,b) and dy (s, b) are defined in a similar way as
N(s,b), di(s,b) and da(s,b) for PAM, withp =R and p =1
referring to the in-phase and quadrature signals, respectively.
Examples of OSTBC:s that satisfy (31) are given in [1], [2, eq.
(38),(40)] and [3, eq. (62)].

For OSTBCs not satisfying (31), the resulting expressions
yield simple approximations of the actual BER and the BER
degredation of the mismatched receiver.

VI. NUMERICAL RESULTS

The code matrix of Alamouti’s code [1] (N = K. = Ny =
2), the simplest and best-known OSTBC, is given by

M= ( 18 ) .
sa 8]

Given that Alamouti’s code satisfies (31), with ||Cg,(s)
ICL(s)|? = Nt(|$1|2 + |82|2) for i € {1,2}, the exact
BER curves for PAM and QAM constellations can be derived
analytically. Fig. 1 shows the exact BER curves for QPSK
transmission employing Alamouti’s code, for both the mis-
matched receiver and the PCK receiver (we assume F}, = E);
also shown are computer simulation results for the mismatched
receiver that confirm the analytical result. The corresponding
BER degradation amounts to 1.15dB, irrespective of NN,.

The OSTBC (IV; = 3, K. = 4, Ny = 3) given by [2, eq.
(39)]

(34)

2
I” =

% s3 S5
81 _82 \/? \/5*
s —s
g = sa 8] ;/35 \/53 , (35)
s3 s3. —s1—8]+s2—s3 S2+s5+s1—s]
V2 V2 2 2
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Fig. 1. BER of Alamouti’s code, QPSK
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Fig. 2. BER of OSTBC given by [2, eq. (39)], 16-QAM

does not satisfy criterion (31). Fig. 2 illustrates the BER for a
16-QAM constellation, resulting from the PCK receiver (exact
result) and the mismatched receiver (analytical approxima-
tion and simulation result). The simulations indicate that the
approximation for the mismatched receiver is very accurate.
The BER degradation amounts to 1.04dB, 1.06 dB or 1.09 dB
when N, equals 1, 2 or 3, respectively.

VII. CONCLUSIONS

In this work, we investigated the effect of MMSE channel
estimation on the BER performance of orthogonal space-time
block codes. We considered a mismatched receiver and a
MIMO propagation channel that is affected by uncorrelated flat
Rayleigh block fading. MMSE channel estimation is carried
out, based on known pilot symbols sent among the data.
The mismatched receiver utilizes in the symbol-by-symbol
detection algorithm the estimated channel matrix as if it were
the true channel.

For a class of OSTBCs, specified by a proposed criterion,
we derived simple closed-form expressions of the exact BER
and the associated BER degradation, which depend on the
number of pilot symbols, data symbols, transmit antennas and
receive antennas, on the considered constellation and on some
specific properties of the OSTBC.

For OSTBCs that do not belong to this specific class, we
derived a simple approximation of the BER and the BER
degradation caused by channel estimation errors for both PAM
and QAM symbol constellations. Simulations show that these
approximations are very accurate.
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