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Abstract

This paper presents an integrated method of the adaptive enhancement for an unsupervised
global-to-local segmentation of brain tissues in three-dimensional (3-D) MRI (Magnetic
Resonance Imaging) images. Three brain tissues are of interest: CSF (CerebroSpinal
Fluid), GM (Gray Matter), WM (White Matter). Firstly, we de-noise the images using a
newly proposed versatile wavelet-based filter, and segment the images with minimum error
global thresholding. Subsequently, we combine a spatial-feature-based FCM (Fuzzy C-
Means) clustering with 3-D clustering-result-weighted median and average filters, so as to
further achieve a locally adaptive enhancement and segmentation. This integrated strategy
yields a robust and accurate segmentation, particularly in noisy images. The performance
of the proposed method is validated by four indices on MRI brain phantom images and
on real MRI images.

Key words: Adaptive enhancement, Unsupervised segmentation, Brain tissues, MRI.

1 Introduction

Segmentation of brain tissues in MRI (Magnetic
Resonance Imaging) images plays a crucial role
in three-dimensional (3-D) volume visualization,
quantitative morphometric analysis and structure-
function mapping for both scientific and clinical
investigations. For instance, in order to be able to
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combine EEG (ElectroEncephaloGram) data and
MRI images for the localization of epileptic sources
within the brain, an anatomic head model is re-
quired; this model describes the brain in terms of
segments of CSF (CerebroSpinal Fluid), GM (Gray
Matter), WM (White Matter), skull and scalp which
have significantly different electric conductivities
(Van Hoey et al., 2000). In this paper, we deal with
the segmentation of CSF, GM and WM in MRI
brain images.

Numerous MRI segmentation methods have been re-
ported (Bezdek et al., 1993; Zijdenbos and Dawant,
1994; Clarke et al., 1995; Niessen et al., 1999; Pham
et al., 2000; Ruan et al., 2000; Xue et al., 2001; Ruan
et al., 2002). Niessen et al. (1999) roughly grouped
these methods into three main categories: classifica-
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tion methods, region-based methods and boundary-
based methods. Just as pointed out in Niessen et al.
(1999), the methods in the first two categories are
limited by the difficulties due to intensity inhomo-
geneities, partial volume effects and susceptibility
artifacts, while those in the last category suffer from
spurious edges. Furthermore, all methods are de-
graded by noise perturbations in low contrast and
low SNR (Signal-to-Noise Ratio) images, e.g., the
images used in EEG/MRI analysis where the slices
are thin and the measuring time is short.

In this context, we propose an integrated method to
achieve an adaptive enhancement for the unsuper-
vised global-to-local segmentation of CSF, GM and
WM. In our method, a region-based global algorithm
(minimum error thresholding) and an unsupervised
local classification algorithm (Fuzzy C-Means clus-
tering) are used for segmentation. In order to remove
noise and artifacts, a versatile filter (Pizurica et al.,
2003) based on wavelet domain techniques, and lo-
cally adaptive 3-D weighted median and average fil-
ters based on clustering results are also proposed
and embedded into our method. Only single-channel
(T1-weighted) MRI images are addressed. In this
paper, we do not pay much attention to the image
registration. Nevertheless, the proposed method can
be extended to work on registered multiple pulse se-
quences, like T1-, T2- and Proton-Density-weighted
MRI images.

The contribution of this paper is the integration of
locally adaptive image enhancement and global-
to-local segmentation in a 3-D framework, which
achieves a more robust and accurate segmentation.

This paper is organized as follows. Section 2 out-
lines the proposed method. Section 3 presents the
versatile wavelet-based de-noising algorithm. Sec-
tion 4 and 5 describe the minimum error threshold-
ing and the FCM (Fuzzy C-Means) clustering based
on a feature space of pairs (intensity, 3-D locally av-
eraged intensity), respectively. The clustering-based
locally adaptive enhancement scheme is proposed in
Section 6. Section 7 validates our proposed method
with an MRI brain phantom and real images. Sec-
tion 8 gives a summary and makes conclusions.

2 Outline of Proposed Integrated Method

First, we de-noise the images using the versatile
wavelet-based filter. Second, we segment the images
with minimum error global thresholding. Third, we
classify the voxels (counterpart of pixels in a 3-D
volume) into three brain tissues through FCM clus-
tering, using the global thresholding result to initial-
ize the FCM parameters. The feature space is con-
structed by intensity pairs (intensity, 3-D locally av-
eraged intensity) associated with each of the vox-
els in the MRI images. Subsequently, we further
enhance the images with locally adaptive weighted
median and average filters; the elements of the 3-
D filtering templates are selected according to the
clustering result and weighted by the fuzzy member-
ship degrees. Finally, we employ the FCM cluster-
ing once more to achieve a more robust and accurate
segmentation.

3 Versatile Wavelet-based De-noising

In medical image enhancement, a trade off between
noise reduction and the preservation of actual image
features has to be made in a way that enhances the
diagnostically relevant image content. To achieve a
good performance in this respect, a de-noising al-
gorithm has to adapt to image discontinuities. The
wavelet representation naturally facilitates the con-
struction of such spatially adaptive algorithms. It
compresses the essential information in an image
into relatively few, large coefficients; these large co-
efficients correspond to the main image details at
different resolution scales. Thanks to this property,
additive noise can be effectively suppressed even by
simple thresholding (Donoho and Johnstone, 1995)
of the wavelet coefficients.

In a wavelet decomposition of an image (Mallat,
1999), a wavelet coefficient ������ � represents its band-
pass content at resolution scale � �	� ��

��
���� ,
spatial position ��� and orientation � . The lowpass

� For notational simplicity, we number each voxel with
a single index � in this paper.
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image content is represented by scaling coefficients� ��� � . Typically, three orientation subbands are used:
��� �����
	����
	������ , leading to three detail images
at each scale, characterized by horizontal, vertical
and diagonal directions.

Here we apply a versatile and spatially adaptive
wavelet-based de-noising algorithm (Pizurica et al.,
2003) which is useful to medical images with di-
verse types of noise, and is of low-complexity, both
in its implementation and execution time. The algo-
rithm uses a non-decimated wavelet transform.

Assume the following noise model � ����� ����� � ,
where � � is the unknown noise-free wavelet coeffi-
cient � and � � an arbitrary noise contribution. Let� � denotes a random variable, which takes values� � from the binary label set

����	 � �
. The label value� ��� �

denotes that the wavelet coefficient � � rep-
resents a “signal of interest”, and the opposite la-
bel value � � � � denotes that � � is dominated by
noise. Starting from this model, it was motivated
in Pizurica (2002) to estimate the noise-free coeffi-
cients as: !� �"� #�$ �&% �� � #�$ �'% �

� � 	 (1)

with $ �(� )+*-,�. /0,2143 ,65 �87) * , . / ,2143 ,65 9 7 , % �:� )+;<,'. /0,214= ,65 �87) ; , . / ,214= ,65 9 7 , # �> 1@? ,BA �87> 1@? ,BAC9 7 , where D � is the coefficient magnitudeD �E�GF � �HF and I � is a local spatial activity indica-
tor (LSAI), which is a function of the surrounding
wavelet coefficients. In particular, the LSAI is here
the averaged energy of the neighboring coefficients
of � � , where the neighbors are the surrounding
coefficients in a square window at the same scale
and the “parent” coefficient from the first coarser
scale. The probability J � � �K� � �

is the fraction of
the wavelet coefficients in a given subband, which
represent the signal of interest. The estimator (1)
thus shrinks thus each wavelet coefficient accord-
ing to the following three sources of information:
(i) the coefficient magnitude; (ii) the locally aver-
aged magnitude within a given window and (iii) the
global coefficients distribution.

� Whenever there can be no confusion, we omit the
indices of the wavelet coefficients that denote the scale
and the orientation.

The probabilities and probability density functions
used above are estimated directly from the observed
image using a preliminary coefficient classifica-
tion which is detailed in Pizurica et al. (2003)
and Pizurica (2002). The classification relies on the
persistence of significant image features across the
resolution scales. This preliminary coefficient clas-
sification is used to empirically estimate the statis-
tical distributions of the coefficients that represent
useful image features on the one hand and mainly
noise on the other. The adaptation to the spatial
context in the image is achieved by using a wavelet
domain indicator of the local spatial activity.

3.1 Implementation of De-noising MRI Images

Noise in the MRI magnitude images is Rician, hav-
ing a signal dependent mean, and the Rician distri-
bution approaches a Gaussian distribution when the
SNR is high (Nowak, 1999). In Nowak (1999), it was
noted that, due to the signal-dependent mean of the
Rician noise, both wavelet and scaling coefficients
of noisy MRI images are biased estimates of their
noise-free counterparts. It was also shown that one
can efficiently overcome this problem by filtering the
square of the MRI magnitude images in the wavelet
domain. In the squared magnitude images, data are
non-central chi-square distributed, and the wavelet
coefficients are no longer biased estimates of their
noise-free counterparts. The bias still remains in the
scaling coefficients, but is not signal-dependent and
it can be removed easily (Nowak, 1999): at the reso-
lution scale � � , from each scaling coefficient � �ML �ONQP
should be subtracted, where

N �P is the underlying
complex Gaussian noise variance.

The complete de-noising algorithm we apply is thus:
Step 1: Compute the square of the MRI magnitude
image;
Step 2: Compute the non-decimated wavelet trans-
form with

�
decomposition levels (in practice, we

used
�

=4);
Step 3: Estimate the wavelet coefficients using esti-
mator (1);
Step 4: Subtract � �2L �RNQP from the scaling coefficients;
Step 5: Apply the inverse wavelet transform;
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Step 6: Compute the square root of the image.

This de-noising algorithm operates on 2-D images,
and we apply it to 3-D MRI volumes in a slice-
by-slice manner. With this algorithm, we can im-
prove the SNR fastly and effectively; furthermore,
the distribution of the remaining noise is approx-
imated more precisely by a Gaussian distribution.
Furthermore, higher SNR will also give rise to a bet-
ter segmentation in further FCM clustering, consid-
ering more compact and well-separated intensities
of brain tissues.

To illustrate the de-noising algorithm, Fig. 1(a)
shows an MRI image simulated from a normal brain
phantom (Kwan et al., 1999) with 9% noise level
and 40% intensity inhomogeneities; Fig. 1(b) shows
the corresponding wavelet-based de-noising result.

4 Minimum Error Thresholding

In our integrated global-to-local method, we use
FCM clustering (Bezdek, 1981) to achieve spa-
tially adaptive segmentation. FCM has been applied
widely to MRI segmentation (Bezdek et al., 1993;
Clarke et al., 1995; Clark et al., 1994), and regarded
as one of the most promising methods (Clarke et al.,
1995). As an unsupervised clustering method, the
performance of FCM, particularly its validity and
speed of convergence, depends on the initialization
of its parameters, e.g., the centers (prototypes) of
clusters and the membership degrees of each voxel
to different clusters.

Practically, due to the great diversity of MRI images
from different subjects and imaging settings, and due
to an aim of reducing the human interactivity in fa-
vor of a less labor-intensive and fast segmentation,
little prior knowledge of the parameters of FCM is
available. However, these parameters can be esti-
mated from an initial segmentation which constructs
automatically the training set of classified voxels in
the original images.

In order to generate a fast and reliable estimator of
the FCM’s parameters, intensity-based thresholding

is used in our work.

Intensity-based thresholding is the oldest and most
widely used segmentation algorithm (Sahoo et al.,
1988; Pal and Pal, 1993; Zhang, 1997), simple and
fast. Since MRI data, which normally has a Rician
distribution, tends to have a more Gaussian-like dis-
tribution after wavelet de-noising, we chose mini-
mum error thresholding as proposed by Kittler and
Illingworth (1986) based on Gaussian distributions
of object and background intensities.

Although this method was originally proposed for
binarization, it can be extended to segment three
clusters, i.e., CSF, GM and WM. In T1-weighted
MRI images, the black non-head background is al-
ways set to zero intensity and ignored in further pro-
cessing; WM is indeed brighter than GM, and CSF
is the darkest one among these three tissues.

Consider a threshold pair
� � ��� � 	 � � � , ��� � � � �

�
�

� 3��	� , where
� 3
�	� is the maximum intensity in a 3-

D MRI volume. We use this pair to classify all the
voxels having an intensity

�
into a cluster � : � is CSF

(if
� � � � ), GM (if

� � 
 � � �
� ) or WM (if

�
� �
� ).

Consider a probability density � � � � of the inten-
sity

�
, the prior probability J � � F � � of the cluster � ,

and a conditional density � � � F � 	 � � of
�

given the
cluster � under the threshold pair

�
. One criterion

of an optimal classification is to maximize a sum� P ����� P�� � � � � J � � F � � � � � F � 	 � ��� (Kittler and Illing-
worth, 1986). Suppose that we approximate � � � �
by the intensity histogram � � � � of the MRI volume,
and approximate � � � F � 	 � � by three Gaussian dis-
tributions � ��� P � � 	 N �P � � � for � as being CSF, GM or
WM respectively. In that case, the mentioned crite-
rion can be viewed as a measure of fitting between
the observed intensity distribution and the Gaussian
approximation.

We seek the pair
�

corresponding to the maximum
fitting. An alternative criterion can be obtained by
minimizing

� P ����� P � � � � � ��� � �! #" � J � � F � � � � � F � 	 � � ���
so as to simplify the computation. As men-
tioned above, we assume � � � � � � � � � and
� � � F � 	 � ��$ � �%� P � � 	 N �P � � � . Meanwhile, J � � F � � , � P � �
and

NQP � � can be estimated from the histogram � � � �
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as J � � F � � � ����� P � � � � , � P � � � �> 1 P 5 � 7 ����� P � � � � � ,N �P � � � �> 1 P 5 � 7 � ��� P � � � � � � � � �P � � . Consequently, the
objective function can be simplified and rewritten
as (Kittler and Illingworth, 1986)

� � � � � � P � J � � F � �! " NQP � � � J � � F � �! #" J � � F � �	��� (2)

The global threshold pair can be found by minimiz-
ing

� � � �
in equation (2) (Kittler and Illingworth,

1986; Ye and Danielsson, 1988), iteratively or ex-
haustively. The thresholding result of Fig. 1(a) is
shown in Fig. 1(c); it will be used to initialize the
parameters of the following FCM clustering.

5 Segmentation with FCM

Consider a dataset
� � ��� � ��� � A ���	��
 where �

is the dimension of the desired feature space,
� �

denotes the feature vector of � -th voxel; furthermore,
consider a set of fuzzy clusters

��
��8���� A � in � 
 with
its corresponding crisp version

����� ���� A � .
Given a fuzzy cluster


��
, FCM assigns to each voxel� � in the dataset

�
a degree of membership to the

cluster

��

which is denoted as � � � � � � (hereinafter
abbreviated as � � � ). � � � � � ��	 ���

, and
� �� A � � � � � �

,� � � � � 	������-	 � � .
The optimal assignment is accessed via minimizing
approximately the sum of intra-cluster squared er-
rors as

��� ��� ��� 	�� � � � � ��� A �
��
� A �
� � � � � 3 �"! � � �$# � ! � � 	 (3)

where
�

is the matrix
� � � � � �&% � , and

�
is the set� # �8���� A � . Furthermore,

# � � � 
 is the prototype of'
-th cluster (i.e., the prototype of


(�
). D � �

is a
weighting exponent which determines the degree of
fuzziness of FCM.

! � � �)# � ! is an inner product
induced norm on � 
 to measure the distance from� � to

# �
; we use the Euclidean norm and set D � � .

In order to bring local spatial neighborhood infor-
mation from the images into the FCM clustering, we
compute a feature vector (intensity, 3-D locally av-
eraged intensity), which has been employed in 2-D

image thresholding techniques (Sahoo et al., 1988),
for each voxel, i.e.,

� �"� � � � 	+*� � ��, � � � where
� � is

the intensity of � -th voxel, and
*� � the corresponding

local average. The latter can be obtained by applying
any averaging template; we choose a simple average
over a 6-connected spatial neighborhood considering
3-D connectivities. Generally the voxels inside a tis-
sue are located closer than the edge voxels to an equi-
value curve representing

� � � *� � 	 � � � � � 	������-	 � � .
In our case three clusters

��
(�8� �� A � are defined respec-
tively for CSF, GM and WM, so - �/. . We imple-
ment FCM to segment brain tissues as follows.

Step 1: Initialize
�

using the minimum error thresh-
olding result as follows:

� � , if the � -th voxel (cor-
responding to

� � ) is segmented into
���

, set � � �"� �
;

otherwise set � � �"� � .
Step 2: Initialize all the elements in the set

�
of

prototypes as follows:
� '

,

# � � ��� A �
� � � � � 3 � �10 ��� A �

� � � � � 3 	 (4)

and set
# 1 9 7� � # � . D � � is the weighting exponent

in equation (3).

Step 3: Update
�

as follows: first, for every voxel� � , count the number 2 � of prototypes which satisfy! � � �3# � ! � � for any
'
, 4 � denotes the set of these

prototypes; usually 2 � equals 0 or 1, if no two clus-
ters share the same prototype. Second, if 2 �65� � ,
then assign

� � an average membership degree to the
clusters with their prototypes in 4 � , i.e.,

� # � ��4 � ,
set � � � � � 0 2 � , and

� # � 0�74 � , set � � � � � ; other-
wise, from the minimization of equation (3), we can
update the memberships as (Bezdek, 1981) � � ���8 � �� A � ��! � � �9# � ! 0 ! � � �:# � ! �<;=?>A@CB�D

� 	 � ' 	 � .

Step 4: Update
�

again with equation (4).

Step 5: Stop the FCM iteration if EGF�H � �JI � � �LK !"# � �# 1 9 7� !NM �PO
, where

O � � �RQ for sub-level precision.
Otherwise, set

# 1 9 7� � # � , then return to Step 3.
! � !SM

is the
�

-infinity vector norm equal to the maximum
of the absolute values of the entries in the corre-
sponding vector. Similar results can be obtained us-
ing other equivalent norms.
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Step 6: Segment
�

into
��� � � �� A � by maximum

membership de-fuzzification as follows:
� � � � � , ifE F�H � �JI � � �LK � � � � � � � � � . If the maximum is reached

by two or more clusters, one of these clusters is
selected randomly.

The FCM clustering result of Fig. 1(a) is shown in
Fig. 1(d); we use it for the segmentation-based lo-
cally adaptive weighted median and weighted aver-
age filterings in next section.

6 Adaptive Enhancement for Segmentation

Conventional linear/nonlinear filters always employ
fixed-shape and fixed-size templates in a sliding
window (here denoted as

� P
) to perform convo-

lutions (Astola and Kuosmanen, 1997). The voxel
to be filtered is generally the center voxel (denoted
as
� P

) of
� P

. The entries in the templates can be
selected in a nonlinear manner using statistics cal-
culated from

� P
. Normally stationarity is assumed

in the sliding window
� P

. However, this assump-
tion is not always true for MRI images, especially
for the edge voxels which are moreover affected by
partial volume effects.

However, the FCM clustering result gives us some
useful information about partial volume effects via
the membership matrix

�
, and about local degree of

spatial correlation and stationarity. Hence, we sup-
pose that a more stationary neighborhood of the cen-
ter voxel

� P
can be constructed using the voxels

which were segmented into the same cluster as
� P

and which also are within the current sliding win-
dow (in our case, the sliding window

� P
is a sliding

cube; the influence of the size of
� P

on the final seg-
mentation results will be investigated quantitatively
in Section 7). The resulting neighborhood, varying
in the size and shape, considers both the correlation
in the feature space via the segmentation, and the
correlation in the spatial domain via the sliding win-
dow. We will call it the “reduced neighborhood”.

In this context, we proposed a locally adaptive en-
hancement scheme based on the clustering result.
The enhancement employs weighted median fil-

ters (Yin et al., 1996) or weighted average filters for
different types of voxels in a 3-D adaptive frame-
work.

Generally a voxel within a cluster
���

and far away
from edges has a higher membership degree to

� �
than edge voxels and noise classified into

� �
. A

weighted average filter is applied to such a voxel
in its reduced neighborhood. For the voxels whose
maximum membership degrees are not high enough
(e.g., less than 80%), we use weighted median filters
in their reduced neighborhoods to remove noise and
to avoid destroying details and structures as what
average filtering suffers from.

Furthermore, we use maximum membership degrees
as weights of the elements within a filtering tem-
plate. To weight the average and median with the
maximum membership degrees will favor the re-
placement of edge voxels with interior voxels of a
segment. This will enhance structures like edges and
will increase the homogeneity within each region,
and thus improves the performance of the following
FCM clustering step.

6.1 Implementation of Adaptive Enhancement

First we introduce some notations.
�

represents a
voxel in the images;

� � � �
is its intensity. � � � � � de-

notes the membership degree of
�

to the
�
-th cluster;

it can be obtained from the matrix
�

in the FCM.� � � � � EGF�H � �AI � � �LK � � � � � � � is the maximum mem-
bership degree of

�
to any of the - clusters.

� P
is

the voxel to be currently enhanced and also the cen-
ter voxel of a sliding window

� P
. If
� P

was classi-
fied into

' P
-th cluster

� ���
by the maximum member-

ship de-fuzzification in FCM, then � � � P � � � ��� � � P � .
Then a novel FCM-weighted adaptive median and
average filtering on this voxel

� P
is proposed and

implemented as follows.

Step 1: Construct a reduced neighborhood � of
� P

as � � ��� F � � � � � � ��� � � � 	 � � � P � , and calculate
the average maximum membership degree in � as
follows: *��� � ��� � � � � � � 0
	 , where 	 is the number
of voxels in � . Obviously, ��� � P

. Then we check
whether 	 is less than three.
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If 	 � . , � P is possibly belonging to a small piece of
isolated noise, and therefore we update

� � � P �
using

a simple weighted average over its 6-connected 3-D
neighborhood, and then go to Step 4. The weights
of the 6 neighbors are their maximum membership
degrees.

Step 2: If � � � P � exceeds a given threshold � ��� � ' P � ,
we suppose that

� P
is an interior voxel of the

' P
-

th cluster, and that the clustering of this voxel is
reliable.

The thresholds � ��� � ' P � 	 ' P � � � 	 - � are parameters
that measures the reliability and validity of the FCM
clustering result. � ��� � ' P � is selected automatically in
the range

� � 	 ���
through binarizing the histogram of

maximum membership degree � � � � of all the vox-
els belonging to the

' P
-th cluster within a 3-D vol-

ume. We choose Otsu method (Otsu, 1979) for the
binarization. The Otsu method here selects a thresh-
old to maximize the between-class variance of the
binarized interior and non-interior voxels within the' P

-th cluster.

We update
� � � P �

using a weighted averaging over
voxels in � as

� � � P � � �� � � � � � � � � � � 0 �� � � � � � � � (5)

The average is affected more by voxels with higher
membership degrees, which are normally voxels
closer to the prototype of the cluster to which

� P
belongs. In such a way, the homogeneity within
each cluster is improved.

Step 3a: If � � � P � 
 � ��� � ' P � , � P is likely to be an edge
voxel or a noisy voxel. Furthermore, if the average
maximum membership degree *� � in � satisfies *� � 
� ��� � ' P � , we suppose that the clustering of the voxels
in � is not reliable, and that � cannot be used to
decide a filtering template. In this case, we ignore
any filtering operation, and thus avoid augmenting
the misclassifications of those voxels with similar
degree to two clusters.

Step 3b: If � � � P � 
 � ��� � ' P � and *�����:� ��� � ' P � , we
update

� � � P �
using a weighted median filtering in � .

First we sort the intensities of all the voxels within
� in ascending order, denoting the sorted intensi-

ties as
� � � 	 � � 	������ 	 ��� � , i.e.,

� � 
 �
�

 ����� 
 ���

.
The corresponding maximum membership degrees
are
� � � 	 � � 	������ 	 � � � . The weighted intensity median� 3 = � , � 3 = � � � � �8�

�� A � is calculated as

� 3 = � � median
� � � �	� � � 	 � � � � � 	������ 	 � � � �
� � � 	

(6)
where � denotes a duplication operator.

Subsequently, we decide the index D I�� of the me-
dian

� 3 = � as

D I�� � E�
 " � � ' F
��
� A �
� � � �

�

��
� A �
� � 	 ' � � � 	 	 � � � 	

(7)
i.e., starting from

� � , we accumulate the weights un-
til the amount is larger than half the sum of all the
weights in � . If all the weights are equal to one,
we can obtain the standard median filter. Since the
weight of each voxel is the corresponding member-
ship degree, the computation of

� � � P � � � 3 = � favors
the intensities with highest degree in the neighbor-
hood, and the misclassification will be reduced in
the subsequent segmentation step.

Step 4: Update
� � � P �

for the enhancement of next
voxel, then move

� P
to the next position, update

the sliding window
� P

; then return back to Step 1
unless every voxel in the volume has already been
processed once as a center voxel.

6.2 Segmentation after Adaptive Enhancement

The FCM will be applied once more to segment the
images which has been filtered by the aforemen-
tioned adaptive enhancement. The enhancement and
segmentation results of the simulated image Fig. 1(a)
can be found respectively in Fig. 1(e) and Fig. 1(f).
Meanwhile, in Fig. 2 we also show a real MRI im-
age in axial view with its respective wavelet-based
de-noising, thresholding, FCM clustering, adaptive
enhancement and final segmentation results. After
comparing both the Fig. 1(d) with Fig. 1(f) and the
Fig. 2(d) with Fig. 2(f), we find that the adaptive
enhancement provides a refinement of edge preser-
vation and noise removal, especially for the “gray”
noise in lower parts of WM in Fig. 1(d) which was
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caused by the high intensity inhomogeneities, and
in the upper region of white matter in Fig. 2(d).

(a) (b) (c)

(d) (e) (f)

Figure 1. (a) Original image simulated from MRI brain
phantom with 9% noise level and 40% intensity in-
homogeneities, and its processed versions with (b)
wavelet-based de-noising; (c) minimum error threshold-
ing; (d) FCM clustering; (e) adaptive enhancement; (f)
final segmentation result.

To be noted is that the performance of such an adap-
tive median filtering depends on the accuracy of a
preceding segmentation. Therefore using an itera-
tion of filterings and segmentations can improve the
accuracy of the final segmentation. But the price of
this iteration is the computational complexity and
the risk of overenhancing some edges between dif-
ferent segments. From our experiments, we find that
more than two iterations give little improvement on
the segmentation results.

7 Quantitative Validation

To quantitatively validate our method, test images
with known “ground truth” are required. For this
purpose, we used a realistic digital brain phan-

(a) (b) (c)

(d) (e) (f)

Figure 2. (a) Original image sampled from real MRI vol-
umes, and its processed versions with (b) wavelet-based
de-noising; (c) minimum error thresholding; (d) FCM
clustering; (e) adaptive enhancement; (f) final segmenta-
tion result.

tom (Kwan et al., 1999) considering the partial vol-
ume effects. A discrete anatomical model of three
brain tissues is derived from the phantom by assign-
ing the voxel a label of the tissue which contributes
the most to that voxel. This model serves as the
“ground truth” in our quantitative validation.

Based on the above phantom, four realistic MRI
volumes are simulated with T1-weighted sequences,
slice thickness of

� D D , volume size of � � ��� ��� � �
��� �

, intensity inhomogeneities of 20%, and noise
levels of 3%, 5%, 7% and 9% respectively (Kwan
et al., 1999) for the validation. The skull, scalp,
unnecessary background and slices with few brain
voxels are first removed with the guidance of the
“ground truth”, thus the brain of interest consisting
of CSF, GM and WM is extracted and then seg-
mented by our proposed method. The enhancement
and segmentation results of two sample images from
the volume with 9% noise level are shown in Fig. 3
with their “ground truth.” 3-D volumes simulated
from this phantom are also used for quantitative val-
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idations in Kollokian (1996) and Ruan et al. (2000,
2002).

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3. (a) and (e) are two sample images simulated
from MRI brain phantom with 9% noise level and 20%
intensity inhomogeneities, with (b) the adaptive enhance-
ment of (a), (c) the segmentation result of (a) obtained
by our proposed method, and (d) the “ground truth” of
(a). Corresponding to (b), (c) and (d) respectively, (f),
(g) and (h) are the processed versions of (e).

We employ four different indices (false positive ratio� � ) , false negative ratio � � � , similarity index � (Zi-
jdenbos et al., 1994), and kappa statistic � (Zijden-
bos et al., 1994)) for each of three brain tissues as
quantitative measures to validate the accuracy and
reliability of our method.

For a given brain tissue
' 	 ' � � 	 � 	 . for CSF, GM

and WM respectively, suppose that � � and � � repre-
sent the sets of voxels labeled into

'
by the “ground

truth” and by our method respectively. F � � F denotes
the number of voxels in � � .
The widely-used false positive ratio � � ) , represent-
ing the error due to the misclassification in a brain
tissue

'
, is defined as � � ) � � F � � F � F � ��� � � F � 0 F � � F .

Likewise, the false negative ratio � � � , representing
the error due to the loss of desired voxels of

'
, is

defined as � � � � � F � � F � F � ��� � � F � 0 F � � F .
The similarity index � is an intuitive and plain in-

dex to consider the matching volume/area between
� � and � � , defined as � � � F � ��� � � F 0 � F � � F � F � � F � . �
is sensitive to discrepancies in shape, location, and
size; � � � � � indicates an excellent similarity (Zij-
denbos et al., 1994).

In fact, the similarity index is a special case of kappa
statistic (Zijdenbos et al., 1994). The kappa statistic
is a chance-corrected measure of agreement between
two results, defined as � � � J
	 � J = � 0 � � � J = � ,
where J�	 is the observed proportion of agreement
between two results, defined as J
	 � � F � ��� � � F8�F *� �
� *� � F � 0 � � F � � F for tissue

'
, where

*� � , *� � denotes
the complement of � � , � � respectively; J = is the ex-
pected proportion of agreement due to chance alone,J = � � F � � F � F � � F'� F *� � F � F *� � F � 0 � � � F � � F � � . An agree-
ment greater than chance alone results in �
� � � 	 ��� .
� � � � � Q was suggested a strong agreement above
chance in Fleiss (1981); ��� � � � � � 	 ���

indicates an
“almost perfect” agreement according to Landis and
Koch (1977).

To compare the validation results reported in Ruan
et al. (2000) and Kollokian (1996), a simple
kappa statistic � � is also calculated as � , whereJ�	 � � � F � ��� � � F 0 � � F � � F , and J = � � � � F � � F �F � � F � 0 � � � F � � F � � . � � considers all the classifications
of three tissues as a whole.

In order to simultaneously investigate the sensitivity
of our proposed method to noise, we plot the val-
idation results of the aforementioned four realistic
MRI volumes for four noise levels in Fig. 4 (the edge
length of the sliding cube

� P
is 5 voxels here).

From Fig. 4, we can find that both the false positive
ratio � � ) and false negative ratio � � � of CSF approx-
imately lie in

� � � � Q 	�� � � � �
; they are the largest among

three tissues considering the same indices under al-
most all the conditions with different noise. It means
that more than 5% of voxels which are labeled as
CSF are wrongly taken from other tissues, and more
than 5% of desired voxels of CSF has been misclas-
sified into GM and WM. On the other hand, we can
say that more than 90% of voxels of CSF are la-
beled correctly. And both � � ) and � � � of WM are
the smallest and are less than 8%, which means that
more than 92% of voxels of WM are also labeled
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Figure 4. Validation results for different noise levels with
measures of (a) false positive ratio � � ) ; (b) false negative
ratio � � � ; (c) similarity index � ; (d) kappa statistic � .

correctly.

The similarity indices � of all the tissues are larger
than 0.90. Hence, the overlap degree between our
segmentation results and the “ground truth” is higher
than 90%, even for a bad condition with 9% noise
level. Meanwhile, the obtained values of kappa
statistic � in Fig. 4 also indicate an “almost perfect”
agreement between our segmentation results and
the “ground truth”.

In Kollokian (1996), seven pattern classifiers were
applied to segment brain tissues by using 3-D sim-
ulated T1-, T2-, and Proton-Density-weighted vol-
umes. In the worst case presented (20% intensity
inhomogeneities and 9% noise level), the best re-
sult was obtained by the Back-propagation Artificial
Neural Network, where � � is about 0.81. The � � ob-
tained by the FCM classifier in Kollokian (1996) is
about 0.58. Another method proposed in Ruan et al.
(2000), using Markov random field and partial vol-
ume modeling for the T1-weighted volume, yielded
a better result, where � � � � � ��Q in the above case.
Our method proposed in this paper estimates � � from
the same T1-weighted volume, and offers approxi-

mately
� � � �

.

From Fig. 4, we can also find that: for any of the three
brain tissues, the maximum difference between two
noise levels (3% and 9%) is about 5% in all the in-
dices; with the noise level increasing, the false pos-
itive and negative ratios are monotonically increas-
ing, while � and � are monotonically decreasing.

Meanwhile, we also investigate the influence of the
size of the sliding window

� P
on the final segmen-

tation results. Four different edge lengths (3, 5, 7
and 9 voxels respectively) of

� P
are applied to the

four aforementioned realistic MRI volumes for val-
idation. The validation results in terms of the index
� � are shown in Fig. 5. From this figure, we find
that, although the maximum difference in � � is less
than 0.02 with regard to any individual noise levels,
there is a steeper slope between the edge lengths of
3 and 5 voxels under all the four conditions with
different noise. Hence, we choose 5 voxels as the
default edge length of

� P
.
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Figure 5. Influence of the size of the sliding window �
P

on the final segmentations. Four edge lengths of �
P

(3,
5, 7 and 9 voxels of length respectively) are applied to
four realistic MRI volumes with different noise, and � �
is used for quantitative validation.

Due to the lack of “ground truth”, real MRI brain
volumes for EEG/MRI analysis are used here only
for qualitative validation. These volumes were ac-
quired on a Siemens Magnetom Symphony 1.5T MR
scanner at the Ghent University Hospital, by using
the Turbo-FLASH sequences. The skull and scalp
are first removed by the ATOMIA software (Moretti
et al., 2000) before applying our method. As you
have seen, an image sampled from one of the above
volumes is shown in the Fig. 2(a). From Fig. 2, we
can see that, although the minimum error thresh-
olding did not offer a satisfactory initialization for
FCM clustering, our proposed method still removes
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noise and preserves edges well, and provides an ac-
ceptable segmentation result as most of tissues are
segmented correctly.

8 Conclusion

In this paper, we have presented an integrated
method of the adaptive enhancement for the un-
supervised global-to-local segmentation of three
brain tissues (CSF, GM and WM) in single-channel
3-D MRI images. To enable the effective and ro-
bust implementation of such an enhancement and
segmentation, we have first integrated a versatile
wavelet de-noising algorithm with the minimum er-
ror thresholding based on a global intensity thresh-
old, then combined an FCM clustering using 3-D
spatial context with locally adaptive weighted me-
dian and weighted average filters which are selected
and weighted by the clustering result. This method
yields a good segmentation performance even in
noisy images, and it has been validated on simulated
and real MRI brain images. The validation results
demonstrate an encouraging future of practical ap-
plications of the proposed method.
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