In de probabiliteitstheorie, is een continue Markov process a stochastisch proces dat de Markov propriteit voldoet en waarde neemt van een set state space genoemd.
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In [probability theory](http://en.wikipedia.org/wiki/Probability_theory), a **continuous-time** [**Markov process**](http://en.wikipedia.org/wiki/Markov_process) is a [stochastic process](http://en.wikipedia.org/wiki/Stochastic_process) { *X*(t) : *t* ≥ 0 } that satisfies the [Markov property](http://en.wikipedia.org/wiki/Markov_property) and takes values from a set called the [state space](http://en.wikipedia.org/wiki/State_space). The Markov property states that at any times *s* > *t* > 0, the conditional [probability distribution](http://en.wikipedia.org/wiki/Probability_distribution) of the process at time *s* given the whole history of the process up to and including time *t*, depends only on the state of the process at time *t*. In effect, the state of the process at time *s* is [conditionally independent](http://en.wikipedia.org/wiki/Conditional_independence) of the history of the process *before* time *t*, given the state of the process *at* time *t*.
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Intuitively, one can define a time-homogeneous Markov process as follows. Let *X*(*t*) be the random variable describing the state of the process at time *t*. Now prescribe that, given that the process starts in a state *i* at time *t*, it has made the transition to some other state *j* (*j* ≠ *i*) at time *t+h* with probability given by[[1]](http://en.wikipedia.org/wiki/Continuous-time_Markov_process#cite_note-0)

![\Pr(X(t+h) = j | X(t) = i) = q_{ij}h + o(h),\,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVsAAAAVCAMAAADfNL13AAAAM1BMVEX////R0dFaWlosLCwgICA6Ojp+fn6mpqYAAABsbGwUFBTo6OgEBASSkpK7u7tKSkoLCwtSdrdNAAAFPElEQVRYCd1Z2ZatKgyMOIDi9P9fexNIIMHt0Gudp+tDKySkihJC3A1wd0373y0/RkzxR+ddl/N3FsXma8SvfneQH/sVMxqhUTvXD6NzbpxsrI3bbhyGA01+GNhFLNbftuIWRu4Z/yCuaHsBNZhfI371s9RBcW8sv5qZmRpjUH1Iq2VetAixl0BdGNLjMOcesURui19zP+Vd7SJy49A0FwIUbaEBtZjvEbuVyL37NRykWbhLx/1dmEEZY1BZWxi0CGPdnX0g0SfRSizTaRDFzJ1d6MTc11DS9eM+Uwoq2oIFbTBfI0aX1smr3w8e2KW4i0MzO+kGEGZqjEYVbd1ah3RLffbBKWmLZdSvAiAv7jJKKb+VLVCsdw9VWwPaYn6N+NWvoaO4i6WZnXRDYabGaNSibShD4KAUK9d5wr5Jo1jKJsiWBl0rn9a9jH+8V21Bg14wv0b86mdJae5saWZX/AszPUahirb9CN4N+3RgrlqKlhhmCkfdE9ninQujUuKybs9pciMHGeroQso+xCP7qoga9IL5HDG6g2ucZz/k0Dk3QUtPc2eerbZxzoyLTnqMQmVt01kWw7HPmBuCLsDiqlKrWNQmSPgWvQtHB5Fzbo855fkao08JSWmrQS+YzxGP6DgNPfvhaTd0sKUySPEz3Lnfzg72BfWhw12YmTEK1eMKLDVYwGQQwav0gC/3rAdTsehNQAQs+rTSUZYLEHDVhkD1Yt4AsyAqbRXoFbNGrNHwKQfcfTmWH/1wYistoaD3KLYNd+ZYZ0AdMY3D1VWYmTEVFR3UQZ6BypgUae5KsVqj1XS7e7qW9FciJeU9Jx6FxVSbG87QpcOzahsVaGFTMB8j7njQ87Z79MNDnkATyy4vdEcyG+5wOztwoaphxihUq21Sp8wGoSLWA8Mqta9YVM2RRbXaJhUOLjYUViNqbeaNWbQ1oFfMl4izVDkvfoGq4PRWY167G03TcIcfs4t5AY5q3ZoxCvVZ20jfGVtiQUrIPNt0a3NCVn4h6ngpLL2F2Zp9Ml3R1oJeMWvEnwFPCf3s59PyvqZbSmfCPbOzs2M+J579nDtv5/tD25KjAY60YrEi4ou3G20CmUGymIyUlCfAlAJVbpco7Z3Th2jbgF4wnyPumIsyt2e/rAy91S0VFn6jytNyZ6JmdntS1NORwszsGIXq85rJUTj3Sm0R+/x5NRcftgwOdlO7GPSUfnCz+ZRhVE3SairtnG75u+wCesF8jkjAmfazH1Cmc/gipkh1p9+BRLPcmaCZHZw4LqY0wMzsmITarQdWeH1YXKYC/ghDes41sT/WnAymM5zsw9Xy1k+2sjLoC8nuzymvHlVLi5btnTcmrdsfoBfM54gFGJ79YOq3g86zDk4UYMfSCnlZ7kzUzA72fpuXtGyYmR2TULtVfeaa6ZZvOdNLDbF0/DrEwaDnY5pd9DegeLd3qdYS4dZ4wXyLKNze/CDu0FMeYMeZng13oWJmR048e1bDjBFUu/YkEt7lNwjVxY83FpMgzKibAdpn43cs+Vbb6LkJ0TRb79L+4rdShdBPG4nV52qhjK8Pt7P7ASFdt9pywVejl6d7S3ExD/vLTzX0eyBm73TdaWsx3yIK/Bc/Ovfw3eVfYUulKRHe75YZ+QuqPY5MJPNr9EeLcZOG+a1YOtW9W7dRXvGdtmDYvEWU4B/83BIOykNpU3spiyXAl7thRgMElfLL3dX8r0K53VuUkzzq/3FIn73HmmRvtQWF+R4xx//qx2z6h5RgCduWYkaGP6LaWP/X1jzVd/xv5vgfb9kk97jUWzUAAAAASUVORK5CYII=)

and, for *j* = *i*, the probability is given by

![\Pr(X(t+h) = i | X(t) = i) = 1+ q_{ii} h + o(h),\,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAXkAAAAVBAMAAABRbIObAAAAMFBMVEX///8AAADm5uZAQEAMDAwWFhYiIiLMzMyenp5iYmK2trYEBAQwMDB0dHSKiopQUFBw6SokAAAE6UlEQVRIDZ1WTWhcVRT+5r1MZt78dKJZpGqVVyqCEHDaErVKMVUX4ipR6qKb3DQL3UQnaN3oYoYu1F0wagyt+oI/SwmCupPZFLVoCQ2I1s3YvRBcKBREzzn3591331SKF3LOd77z877cue/OAP6K/CD1A4cLJY4tgJQjMQy8lXr4/0IzY9yov7yZnZ4X5LCd5dihQq0OrrlkDsZxefaWkH2SGXXk1LPHV4zQpA90Fg+hfdsq8H5pWm25S9yxEn8DLRoQNMZpWHcDZS7iiWPXq9NjaVIlGTtq0Edyp658nd1hBZwFakOgMU+xtyojCmY9QmB0UNQHjdEwqKOyEodzKqjKw3tymCNWBc7YUaQeT1JM63k28Qw6KTDJ27nARH6Gt1MK4j6ZYPHeh40PBzUchtzsnDJVqfHONW630E+xKp0xo1j9Mj8dNRHbmMYmBefor7rPNKDEAu+wb9jIkOxEfdD4mZe3sMS1lElZbyuRzFvop1iVzphRoj7l0kSLXZQX8yMiKn2mc/UrEu2ILRhRj2Jjs1ChgxJ3c/WTXduvLCDPqnTGjGL1X9UX3/oBkyPKAb99x/ZF4Pzy8Yyh2/u7P3iMoheEc6Z2sa/3Pmic7LsSBlyGgKMPTXGOlhKL+t+bRnXllz29mTaFl7e6rAo6Y0aR+vhxVI79imZPRjTn2X1Nf+8yoKXEgo5GhUpOcDR3mhcnks7QqC82xuulMggXS+tzlC2r/wmvcRut7S5mNFLa1Z/BhqjSGRkFDL7fOgk09+mfSqXuU7mB+KV5SWKnPtkR9f8Y1rg3qutGfbGxQxO9xWUIuJJ6eiEPZ7rpAgL1axkGYFU6Y0YNRlze3CX1DFDbPMRuiv4OMqClxPKBGxDa0JG16Vqq1QeNSddWiOcyBFxJ/aSiJ9A9/QmwgjpLoKXE4hKd6ZQpnTGjjPqRVX8/llOqoTp9NV06ffpLfUYqIzxImUA9/iQRPeKDxlApld1MvXtEZZen9VDjSz1W1OFSuAN4VPZUZ8rqUyqP9jFYJ0+fUbIQEaClxGI7xTfEyMmZk8MrCeJYfdjY2aeuYpk+Of9x7rczLOln0c41R6lgJbZGB+EJVmUyMp7O/YizTbITGYEO+XnyT/PVlBCgpcTSdV+fagP0lviLOVYfNsa7fpVuDbjSyVlL6Rv5YpZc5kt9AD1ByZxoBvUvWJXJmFG5+taIdvAs5fm8X6Evq903pdGqX0GirgNnNGltoq6y+lJjNbMV4rkM1UxwboIbcyJrTbVnR1ev8Dv23oFUCpUuX8UrGasymWrG19MDi0u0cY2jSynaXdSX6cfRhbu+BfaA+o993ai0ewrRKjE7OrK2RlyrV240Xyd+GQIOnaPTf+gCJa5xcmMhaiLdwUQf9/0snN27I1sPiSqToVFr87pA28iP7vUyysOod/1IY3lrDW0bz5fLMI7TZcpU04+TPd5Gb9kUU3Y4fZVStMuUW484RL+5sjwY5tDcLz5B2FdvG+nzK61xnC4amtpKH2euVz9PTchu6GE7HOBRIy9T/PEbDQupPPg4hw756k1jo7B/unIc52ZosJ3ixCj+MGBd6FTxqKjveAYH/I/i90IqD4Y5dMhXD93YcskcjOPyLKP41OUiEUZWFY8yN6IrueYQ0M68IIdJmmOH4p6DtvFtj7FwHGdzt+itKj3qX18WLAF2n7moAAAAAElFTkSuQmCC)

where *o*(*h*) represents a quantity that goes to zero faster than *h* goes to zero (see the article on [order notation](http://en.wikipedia.org/wiki/Big_O_notation#Related_asymptotic_notations)). Hence, over a sufficiently small interval of time, the probability of a particular transition (between different states) is roughly proportional to the duration of that interval.

Continuous-time Markov processes are most easily defined by specifying the transition rates *qij*, and these are typically given as the *ij*-th elements of the **transition rate matrix** *Q*. For the probabilities to be conserved, i.e., to add up to one, the off-diagonal elements of *Q* must be non-negative and the diagonal elements must satisfy ![q_{ii} = -\sum_{j\neq i} q_{ij}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHAAAAAoCAMAAAAR447jAAAAOVBMVEX///8AAACenp5QUFB0dHRiYmLMzMxAQEAiIiIEBAS2trbm5uYWFhYMDAwwMDCKiootLS0YGBgJCQn3ADKyAAACI0lEQVRYCe1XW9ubIAxOBEEBcdv//7ELoaAitnxon90sFymH5A2SEwW4TYjoMi0zTRHNbdQ3ACOi3G8r6dDvFx4fT4jqCLrO9rjw7MzOuBSIZiwWnp0OiLpAHIr5w1OB+GUL5YEdftdrpT1QlBqnxcuFQchRlU64lK5vrIiitlPDlhOAms9hpXM2O0ciH0hX3VjDNkg5Y+/XhqXixir2FE4/IDETsonZm69RGx2T25xzAwpsAE81ieuS4DvjelEUjcK28hsVXhDnQC2xgcANX6arePxnPgS7nCp2FVtFF1Lejp40mBVf1TZ160muwAYpQ1EPB/PkQmn9GtlJsWVhKi6YdQ7YMCjgUNFy1JS1FuYXa8EvZXQ1j80emywMqTqwC2XQYVaifZ6HfLugDRtApFDh0uvMaoHZher18rAcU4RiIQtv2ADTq8RzfoIeye3MsnDjQC1lLo35DbDDphSMgHrBEKDddEoINYXQZzpgm+TCblNR0WmTaVgl2ai+aTSI7aLvmPT8TjuySju2y5hC5o410s1ftxvchPyv/k9voBIuXzhP6KuRLNfUT108SXf/boVGxOG20I3ZpqgeSrX31mJfZRnNJa2/i7839NqNfdVqol+/iVlu5U2qfUK7vhr/FnIr78Nq1Ep9dX0Fa2cXb7RGYqGvWu39n/CEJDf2dfF2e6mvypT0XV38B/ZSX/3uH/t8oNxXxZ1XQ4b7ONj6alvO/wWsbQ9klLevPgAAAABJRU5ErkJggg==). With this notation, and letting *pt* = ![\Pr(X(t) = j)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG4AAAAVBAMAAABVkMbKAAAAMFBMVEX///8AAADm5uZAQEAMDAwWFhYiIiLMzMyenp5iYmK2trYEBAQwMDB0dHSKiopQUFBw6SokAAACFklEQVQ4EW1Uv08UQRT+2IXb3fvBqhQYJGaINiYQT2iAhOQkVFRcCCbacKeFWgjX0FnshUa7i4SAoWATIzUVtnRIouYSOylY/gCTq6DU783uHrOnX/Lmve+99zFvdm4ATFgmUUL0IoGJTJsUroyq3xDyy8h0w1II3Hu8PPVCtwBeAPjVUZRuvgF2dZuttDOX38AkeTOANxLn34obqwHPAecYyFdg0fVgGRhnijosxKWX4uxh+ArIcQZ/CZiOS9nVDmJdXQ/qsI2bDGGHboM20AEOJNeLfC3RKal4bCOqcmzs0/oCoED/Lw5j3ZFbff8NuUg3XHwVtwZs1qdC5AKd7C7OeYvxK62z59E3eYZCQ1cLFXFfaNs0W9rsFcETRphwbnCdoe704xzH6XAsxQzwWX/dW4zWaT4LJlqu6P5QF0m60KZOAjg7o+KkepvmlYVdQ/k1kq2uLkp1D1BXrFCXlz17dRhoMZvVSb/VQVMq1HhLVjKncT6MhaxezxkB/ZLx6Sv0i7z6ssdP0iYx0RTCL5KcLwKKNIs/MU/O9YPX3n7HJSQxcSnkGR5WVxs8yqNVhVIZbn0I2LtzAvwE3O/Bf+79qegOZUlhVdKI/n4Sbxo5HcotueVMdtZgdhgTbm2iMShbFTmiAXkeKZIHlM/+Zeduf8SOT2lX7AfbBufzJIpGhqH1Wr+r42w2819Bvwp86OnQ1FP4C90FaK8Q9HllAAAAAElFTkSuQmCC), the evolution of a continuous-time Markov process is given by the first-order differential equation

![\frac{\partial}{\partial t} p_t = p_t Q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAArBAMAAADoJJksAAAAMFBMVEX///8AAAC2trZ0dHTm5uZQUFCenp7MzMwwMDAMDAwiIiKKiooEBARiYmJAQEAWFhZgRpz2AAACEklEQVRIDZWTPWgUURDH/7e7tx/uxSQqsYiGXa1iFT2jJlqshYV6RdKI4tc2AQvBS6EIEjgQAmnCEQgB00RIAoKETWV7CCoYAguSRpCs2tmoiFiJztt9e7dXZd4UM29+89u3H7wFKI6fFpkd5fDxCFsm8RSwoOI/A66r+K+ACyo+uSdV/Esfzk4q+NoS9BcKfi2CO6TgzwHuoIJPe5dbfF+jvZ0JBf8AcJ+vA29hKB2HB/UTocr+1k7E0qc+3QlYYiZdiaG95vvWFrk3+H5NfHLfY1/wUpjTxf/Q/Hh1tNinW+VQOypaP05hlnp6V/EuW37/J2KFmhzah8RkMxJZxrFKhL95k9ccVpqCfA7Qn0dfMB1gG49yM6s5LDVE/z6DMo/BGsTXLgRIWEqI64e7hvPQ+7AkUOf5IaHTIFwrvi6whd54ajukQSEk1FtmFWsp16pBWq2DGIfbSNft1IYbT4xzIym+Zj1Nq748GmN/xtp+G+rzO6uoE9c9OB6GATuhzvECyp0oQCsxIho4Kyg3cJcWoitpYUcW0w7UmnZAxK1Db+E3cFHczT5PqRAFaB15Iwf0GQfg/pwteHLZBZ8nghq3qw8Hvg19kcaeZbiO8WbPjz09KRj032wm+ya4vt0Ux7QUcn1xkG7BD7i+HwGL2AX3At+D2cIGYvCiEuKyh19myNNh/tHWgXtnmDowc5OtkvgfMs97zB9zKJoAAAAASUVORK5CYII=)

The probability that no transition happens in some time *r* is

![\Pr(X(s) = i ~\forall~ s\in(t, t+r]\, |\, X(t) = i ) = e^{q_{ii} r}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAYIAAAAVBAMAAAC5wPT1AAAAMFBMVEX///8AAADm5uZAQEAMDAwWFhYiIiLMzMyenp5iYmK2trYEBAQwMDB0dHSKiopQUFBw6SokAAAFS0lEQVRIDZVXXYgbVRQ+mexmMpOf6bq6W3WVWa3VQqFpC2oLQiw+icjGmkIV3Wz7UBWsqWCXguCkBVGUGi22tlKcUn/wyS1IpdCHIGi1bCUilm41GhEFQSEIpQqKnu/eO5k7yWTbPZDz851zzzdn7r3JLpEuhh64IpBax6/oR7pcsRoFblfB0WTJrS5ri52qCC5q0FW6epe+JbmHXcaiJZIqjinn9zVg4O/DXotatGrneWRvvXfz+u3yYcnyiJzSBOVGniZ6C1mipCuMphyfgwIAoeBEBF0WkazLyTMouDTSoK/HmgFVLNM6FPZIsplwATUfXAlDNY+sG4RHz8NMVoi2EZkNBERGQxhNTXoc7OCPUWHVL+jyroTtYn86nMAYI0q5koorY5lW9zegXar9LXMyyRPQfdLFY1FynByXW1clRncrGzWvcWi1o5iK0OWS9J0paQ2VggknoLVV+pMRUKEyjinpYU1UztMBq2E1KF+ROCaYEY9rCj57lA5x5jmZJXo/cCJ2iKPhCJL/rDwNQHQRHld0ZElKq9QmOFawQAwqVMYx2RVtqXJ/p8f3Tu2domRdAmICF74l+Uri+rwjs0SZwIlYxyM6riPmZl+Gosty6Sc8aQdMMLxM3F5QoTKWaU520HVyYdwu2IXuMcEEJ9Oll+cp1RZ1P30Bs5M/5r8t3mMPYSh7RNq8rlyWt+eFVhPJFb4q4S7pO0c3Ito3s16iaoLfGq2z+inKT3goYypRGcv0BCo0+WihTuacs9/Z3wV5guQmSqz7jjJVAWaKMJ/wZ5gmq3KvkmXIFiTq/0DTQ2RMCWfKGIf9SgSs0MWSKXpTgWqC5snbb9InoI9FHlSoFKeil2kDEiE7H/8C5RvWEeuIWAtV+/LwPczb4Z10OSR6T7zba9j7lWy+Y5zRJF3dKqIFytXh8HXyYYtQkITL+6bWPMMxRE6Qry7nWu0e2CUfWVChMpbpP1SE8grZHfrlqRBgr9ZGmGkyNxwyD03ALONP7ckqv88Cwq4YJgixP8MubHoM957sHbOzs8/CQ5eEB49IXQc1gZFGU22CPbsaqAKKylimA6gIZUvrhzBQnpqgHUywimZcTqFtrsSNe/qSU+EMP4i/W1j6dsRjx35gfn7+HBBMcMxlxaAYNlsuPypPoFgaTmDUU6KAqURlLFPPBDeLxlGlTeByxuhQrc6We5tV+lztrXYSM22UkV34C4ZmKVuBFQpOwsWpZoXroH4IUoh439A4nGANpa8HzFSi0ulw0MuEUxRihvz2wKpQwgmGfEYdoqEi2/v5ZDXoZ17e5EiTGklgU1GApylfgHNWRKzQZTvVEaYKFkxwDyjhsx9O0FE/pUwlKmOZ+I7qwofiAz2GH06QbfMWbOMXgkPJ3y3MdYZfnM+RJgdzrogO8gOwfErZKuxtQrODLo+lPfMUL22+hFR3ghr87gQrXaLXPUaYSlQO+xxoIpge0QB2N1C6qSPGKVpTmmZue+20S7kCpWdGid6+kR/8GwaP/sip3t+Z3RdkB/6ihXzYuiysuVXG6EKvXiDzWr7l5zyRUzeZvkcUTPDiSIGsE6d5FVOJylimOdkh0Mmj4bcoMJ5AE6OoBSsCf1/g9Nh0Txz8VWEUZSKn5dU9EEgwQZgOqOKY0vw+liAbtdqkrwLej6WJ6pLXVmV13+Ug0jSgioBqhTyi2vLF3dVa2mjIgP/+WKKoLncMWNa/B4oqlun4gC4D4HxTS/whff31adlFXNWlPqCkfwKSVLFMjQFdBsEXtUTOF8EbGnSVrt6lb4n8L/OuCC6p4pgsN1IYF/wP17UvF5AY2GoAAAAASUVORK5CYII=)

That is, the [probability distribution](http://en.wikipedia.org/wiki/Probability_distribution) of the waiting time until the first transition is an [exponential distribution](http://en.wikipedia.org/wiki/Exponential_distribution) with rate parameter −*qii*, and continuous-time Markov processes are thus [memoryless](http://en.wikipedia.org/wiki/Memorylessness) processes.

The [stationary probability distribution](http://en.wikipedia.org/wiki/Stationary_probability_distribution), *π*, of a continuous-time Markov process, *Q*, may (subject to some important technical assumptions) be found from the property

π*Q* = 0.

Note that

π*e* = 1,

where *e* is a column matrix with all elements consisting of 1's.

A time dependent (time heterogeneous) Markov process is a Markov process as above, but with the *q*-rate a function of time, denoted *qij*(*t*).

Verschil transition rate matrix and transition probability matrix

**http://books.google.be/books?id=31XS7ypY6IQC&pg=PA95&lpg=PA95&dq=transition+rate+matrix+and+transition+probability+matrix&source=bl&ots=x1\_0wFLPv-&sig=5IUbC7v9d4jGteu6EvqAG9sa6z4&hl=nl&ei=gYnQSrjGH4224QbH\_qikAw&sa=X&oi=book\_result&ct=result&resnum=4&ved=0CB8Q6AEwAw#v=onepage&q=transition%20rate%20matrix%20and%20transition%20probability%20matrix&f=false**