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Chapter 1

Introduction

1.1 Multicarrier Systems

During the last decade, we have witnessed a widespread deployment of digital
communication services requiring an exchange of digital information at con-
stantly increasing data rates (e.g., audio and video conferencing, internet appli-
cations, digital television, ...). To satisfy this increasing demand for higher data
rates, the data rates over the existing transmission media must be enhanced.
For example, for internet connections over twisted pair cables, ISDN (integrated
services digital network), that provides only bit rates of 128 kilobits per second
(kbps), is becoming superseded by ADSL (asymmetric digital subscriber line),
that provides bit rates up to 7 megabits per second (Mbps) in the downlink
(from the network to the subscriber) and bit rates up to 800 kbps in the up-
link (from the subscriber to the network) [Bah99], [Chw91a], [Chw91b], [Sal98].
The capacity that can be obtained with ADSL decreases with the length of the
twisted pair cable. In ADSL, the maximum cable length equals 5.5 km. In the
future, the telephone companies will provide fibre to the curb. In this case, the
distance that must be bridged by the twisted pair cable reduces to 200 m - 1.5
km. The technology that is developed for these short cable lengths is VDSL
(very high-bit-rate digital subscriber line) [Chw91b], that reaches higher capac-
ities than ADSL (up to 55 Mbps in the downlink and up to 2.3 Mbps in the
uplink). Another example is cellular telephony. The second generation of cellu-
lar telephones (GSM (global system for mobile communications) in Europe and
IS-95 (interim standard-95) in North America), that provides digital voice and
data services up to rates of 9.6 kbps, will be replaced in the near future by the
third generation of cellular telephones (UMTS (universal mobile telephone sys-
tem) in Europe and IMT-2000 (international mobile telecommunications-2000)
in North America) [Oja98], [Kni98], [Ada98], [Dah98], [Nan00]. This third gen-
eration of mobile telephones is now being standardised and the products are
expected to be available in the coarse of 2000-2001. The third generation of
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6 CHAPTER 1. INTRODUCTION

mobile telephones will support voice and data services up to rates of 2 Mbps.
Further, fixed local area networks (LAN) are being extended or replaced by
wireless LAN’s (WLAN), to allow the subscribers a low mobility (< 36 km/h).
Standards for WLAN are IEEE 802.11 and HIPERLAN (European high per-
formance radio LAN), that provide the capability to transmit bit rates up to
11 Mbps and 23.5 Mbps, respectively [Bah99], [IEEE97], [ETSI96], [ETSI99],
[vNe00]. In the future, one will provide full mobility for broadband applications
up to 155 Mbps with MBS (mobile broadband system). The goal of MBS, which
still is in the development stage, is to provide a mobile and wireless extension
or replacement of the fixed broadband ISDN (B-ISDN) connections [vNe00].

In conventional single carrier communication, the data symbols, generated
at a symbol rate Rs, are transmitted sequentially [Pro95], [Mey98], [Kur00],
[Sim95]. Each data symbol of the data stream at the transmitter is represented
by a pulse, of which the duration is inversely proportional to Rs. The pulses
are modulated on a fixed sinusoidal carrier, and one by one transmitted over
the channel at a rate Rs. The channel is dispersive, and is characterised by
its impulse response. When the duration of the transmitted pulses is large as
compared to the duration of the impulse response, the pulses are only slightly
disturbed by the channel. However, when the duration of the transmitted pulses
is small as compared to the duration of the impulse response, the pulses at the
input of the receiver are widely spread in time. In this case, the received pulses
overlap considerably, resulting in intersymbol interference (ISI). For a given
channel, the amount of ISI increases for increasing symbol rate Rs.

To reduce the ISI, the receiver can make use of an equaliser. The re-
quired number of equaliser coefficients increases with the amount of ISI. For
an equaliser with M coefficients, operating at the symbol rate Rs, M complex
multiplications per symbol interval are necessary. As the channel impulse re-
sponse is not a priori known to the receiver, and may even be time varying (e.g.,
radio transmission subject to fading), the equalisation is performed adaptively;
based on the signal at the output of the equaliser, the equaliser coefficients are
adjusted continuously. An adaptive equaliser with a large number of coefficients
is not only computationally intensive, the convergence rate is also low; this is
especially disadvantageous in time-varying channels. Hence, equalisation for
conventional single carrier communication is complex at high data rates.

To solve the equalisation problems occurring in conventional single carrier
communication (where only one carrier is modulated), multicarrier modulation
can be used [Cha66], [Sal67], [Hir80], [Wei71], [Hir81]. It is assumed that the
channel transfer function in the case of multicarrier modulation is the same as
for conventional single carrier communication. In multicarrier modulation, the
data stream at rate Rs is split into N parallel data streams, each having a rate
Rs/N . In figure 1.1, the signals for the conventional single carrier communica-
tion system and the multicarrier communication system are shown. Each of the
N data streams is modulated on a different sinusoidal carrier. By selecting the
number of carriers N sufficiently large, the resulting symbol duration per car-
rier (N/Rs) is much larger than the duration of the channel impulse response.
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Figure 1.1: Single carrier and multicarrier signal

Hence, the received pulses on the different carriers are only slightly disturbed
by the dispersive channel, such that the pulses only overlap at the boundaries
of the pulses, as shown in figure 1.2. The receiver uses only the central part
of these pulses, which is not affected by interference from other symbols on the
considered carrier [Pel80]. Furthermore, the spacing of the carrier frequencies
is chosen carefully such that in the central part of the pulse, no interference
occurs between symbols on different carriers. In this case, the channel intro-
duces an attenuation and rotation of each individual carrier. At the receiver,
this effect is compensated by N equalisers, each operating on a different carrier.
Each equaliser consists of a one-tap equaliser, that scales and rotates the cor-
responding carrier to compensate for the attenuation and rotation introduced
by the channel. This equalisation requires only one complex multiplication per
symbol interval (1/Rs), which is significantly lower than for conventional single
carrier communication. The equalisers are implemented as adaptive equalisers;
as they consist of only one equaliser coefficient, the rate of convergence is much
higher than for conventional single carrier communication. To generate (at the
transmitter) and to demodulate (at the receiver) the multicarrier signal, the
computationally efficient (inverse) fast Fourier transform (FFT) can be used.
This allows to use a large number of carriers (typically the number of carriers
is of the order of 100 to 1000).

When different users want to make use of the same transmission medium,
their signals must be generated following a specific multiple access scheme, such
that the signals of the different users can be separated at the receiver. In this
work, we pay a lot of attention to the code-division multiple access (CDMA)
technique. In CDMA, the data stream to be transmitted at a rate Rs is at
the transmitter multiplied with a user-dependent spreading sequence, having a
rate NRs. Hence, each data symbol is converted into a sequence of N chips,
that have to be transmitted over the channel. The signals of the different users
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Figure 1.2: Transmitted and received multicarrier signal in the presence of a
dispersive channel

can be separated at the receiver, as each user is assigned a unique spreading
sequence. In direct sequence CDMA (DS-CDMA), the spread data symbols are
modulated on a fixed carrier, and transmitted sequentially over the channel at a
rate NRs. In multicarrier CDMA (MC-CDMA), the N chips that are multiplied
with the same data symbol are transmitted on N different carriers; the rate of
chips per carrier equals Rs.

Multicarrier modulation is proposed or accepted for various applications. Or-
thogonal frequency division multiplexing (OFDM) has been exploited for broad-
band xDSL (digital subscriber line) applications for transmission over twisted
pair cables [Chw91a], [Chw91b], [Bah99], [Sal98]. In the form of DMT (discrete
multitone), the OFDM technique has been accepted as a world wide standard for
ADSL (asymmetric digital subscriber line) [Chw91b], [Bah99]. It is also a candi-
date for a VDSL (very high-bit-rate digital subscriber line) standard [Chw91b].
In addition, the OFDM technique has been studied and implemented for broad-
casting of digital audio (DAB - digital audio broadcasting) [LeF89], [ETSI97]
and digital television (DVB - digital video broadcasting, DTTB - digital ter-
restrial television broadcasting) [Sar95], [Rei98]. Furthermore, the IEEE 802.11
standardisation group has selected OFDM as a basis for the new IEEE 802.11
5GHz standard for wireless LAN [Bah99], [vNe00], [Tak98], [IEEE99], [vNe97].
Moreover, the OFDM system has been studied in the context of data communi-
cation over mobile radio channels [San95], [Chi95], [Cas91], [Ali97]. Orthogonal
frequency division multiple access (OFDMA) has been proposed for the return
path of the CATV (cable area television) network [Sar96]. Another multicarrier
technique, multicarrier CDMA has been proposed for mobile radio communica-
tion [Faz93], [Yee93], [Cho93].

The transmitter of a digital communication system contains a clock, that
indicates the timing instants at which the data symbols must be transmitted.
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Furthermore, the transmitter contains a carrier oscillator, necessary for the up-
conversion of the data carrying baseband signal to the bandpass signal to be
transmitted [Pro95], [Mey98]. At the receiver, the received bandpass signal is
downconverted using a local carrier oscillator. The resulting baseband signal
is sampled at timing instants determined by the receiver clock. Based on the
resulting samples, a decision is taken about the transmitted data symbols. The
maximum reliability of this decision is obtained when the frequencies and the
phases of the carrier oscillator and the clock at the transmitter are related with
those of the receiver. The receiver contains a synchroniser structure to esti-
mate the ideal frequencies and phases of the carrier oscillator and the clock
at the receiver, based on the received signal. Because the presence of inter-
ference, noise and other disturbances, these estimations are not perfect, such
that the reliability of the resulting decisions is lower than in the case of perfect
synchronisation.

1.2 Overview of this Work

In this work, we study the effect of synchronisation errors (carrier phase errors
and timing errors) on the performance of a number of multicarrier systems. To
this aim, we compute the signal-to-noise ratio (SNR) at the input of the deci-
sion device. The multicarrier systems that will be considered in this work are
the OFDM system, the OFDMA system and the MC-CDMA system. Further-
more, we compare these multicarrier systems with single carrier systems, with
respect to their sensitivity to synchronisation errors. With the results obtained
in this work, we are able to derive requirements on the accuracy of carrier and
timing synchronisation algorithms and on the stability of the carrier and clock
oscillators, when an acceptable amount of performance degradation is given.

This work is organised as follows. In chapter 2, we derive an equivalent time-
varying model for a generic system for digital bandpass communication. This
equivalent time-varying model takes into account the synchronisation errors.
With this model, we are able to investigate the influence of various types of
synchronisation errors on different systems with one or more carriers, using a
single analysis method. Furthermore, we consider a mathematical model for
the different types of synchronisation errors, and we derive an expression for
the equaliser coefficients. Finally, we define a performance measure, the signal-
to-noise ratio, that is defined in terms of the samples at the input of the decision
device. In many cases of practical interest, this SNR is directly related to the bit
error rate (BER). The former equivalent model will be used in the next chapters
to determine, based upon analytical computations, the SNR in the presence of
various types of synchronisation errors, for the different types of single carrier
and multicarrier systems that are considered in this work. The analytical results
will be verified with computer simulations.

In chapters 3 and 4, we study the systems with a single carrier. In chapter
3, we describe the conventional single carrier communication system, where the
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data symbols are transmitted sequentially. Chapter 4 presents a single carrier
direct sequence CDMA system, where the data symbols are first spread before
transmission. We investigate the influence of various types of synchronisation
errors on these single carrier systems in the case of an ideal channel.

In chapters 5 and 6, we extensively study the multicarrier systems. The
OFDM system and the OFDMA system are described in chapter 5. The MC-
CDMA system is presented in chapter 6. The effect of various types of syn-
chronisation errors on these multicarrier systems is investigated in the case of
an ideal channel, for both the uplink and the downlink. Further, we study the
influence of the synchronisation errors in the presence of a dispersive channel.

Chapter 7 contains a comparison of the different considered communication
systems with respect to their sensitivity to synchronisation errors, assuming each
system accommodates N users, operating at the same data rate Rs. Finally, the
conclusions of this work are presented in chapter 8, and we give some suggestions
for future work.



Chapter 2

A Generic Model for Linear
Digital Communication

2.1 Introduction

In the past decades, communication has moved from analogue to digital. In
many cases of practical interest, digital communication systems make use of
linear bandpass modulation. The linear digital bandpass communication sys-
tem adequately describes a large number of systems for communication over
telephone lines, coaxial cables or radio and satellite channels.

In section 2.2, we give a generic description of a point-to-point linear band-
pass communication system. This description contains the timing clocks and
the carrier oscillators at the transmitter and the receiver. In order to obtain a
reliable communication, the phases of the timing clock and the carrier oscillator
at the receiver should be related to the corresponding quantities at the transmit-
ter. However, because of various disturbances, carrier phase errors and timing
errors occur. In section 2.3.1, these synchronisation errors are incorporated into
the channel transfer function. This unified approach allows us to present a sin-
gle analysis method which is valid for various linear modulation formats and
various types of synchronisation errors. A model for the synchronisation errors
to be considered in this work is presented in section 2.3.2.

Many practical communication systems consist of a base station communi-
cating with a number of users at different locations. Depending on the direction
of communication, we use the terms ’downlink communication’, to indicate the
communication from the base station to the users, and ’uplink communica-
tion’, to indicate the communication from the users to the base station. Sec-
tion 2.4.1 extends the point-to-point system model of section 2.2 for point-to-
multipoint communication (downlink) and multipoint-to-point communication

11
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(uplink). Furthermore, the equivalent channel model that includes the synchro-
nisation errors is extended for the cases of downlink and uplink communication.
To allow for many users to communicate simultaneously over a common physical
medium, the signals of the different users must be separable to avoid excessive
interference between the users. Section 2.4.2 presents a number of multiplexing
and multiple access techniques that have been developed to separate the user
signals. In section 2.4.3, we focus on spreading sequences, which are used in
the code-division multiple-access (CDMA) from section 2.4.2. We describe a
number of possible sets of spreading sequences that can be used to separate the
user signals.

In a practical implementation, the receiver is often designed to (adaptively)
minimise the mean-square error (MSE) between the input and the output of the
decision device. In section 2.5, we present a receiver structure that contains a
number of one-tap equalisers to mitigate the effect of the channel and the syn-
chronisation errors. We derive an expression for the equaliser that minimises the
MSE, i.e., for the minimum mean-square error (MMSE) equaliser. To measure
the quality of communication, we present in section 2.6 a signal-to-noise ratio
(SNR) that is defined in terms of the samples at the input of the decision device.
When these samples are essentially Gaussian, the SNR is directly related to the
bit error rate (BER).

2.2 Point-to-Point Communication

The conceptual block diagram of a point-to-point digital communication system
[Pro95], [Mey98], [Lee88], [Van99], [Moe99a], [Moe99b] is shown in figure 2.1.
This system consists of the modulator at the transmitter side, the channel and
the demodulator at the receiver side. The sequence of data symbols a, which
are values belonging to a finite complex-valued constellation alphabet, is applied
to the digital modulator, which converts the sequence of data symbols into a
continuous-time signal s(t). The communication channel is the physical medium
that is used to send the signal s(t) from the transmitter to the receiver. The
effect of the channel on the transmitted signal will be described by means of
a mathematical model. The continuous-time signal r(t) at the output of the
channel is applied to the demodulator, which converts the signal r(t) into a
sequence of decisions about the transmitted data symbols. The estimated data
symbols â at the output of the receiver belong to the same constellation alphabet
as the transmitted data symbols a.

In the case of a linear digital bandpass communication system, the trans-
mitter structure is shown in figure 2.2. The data symbols, which are gen-
erated at the symbol rate Rs, are grouped into blocks of Ns symbols ai =
[ai,0ai,1 . . . ai,Ns−1]T , where ai,n denotes the nth data symbol transmitted dur-
ing the ith block. The block ai is applied to a linear transformation Ttr,i

that converts the block of Ns data symbols into a block of Ms samples



2.2. POINT-TO-POINT COMMUNICATION 13

Digital
Demodulator

Channel
Digital

Modulator

s(t) r(t)a â

Transmitter Receiver

Figure 2.1: Conceptual block diagram of the digital communication system

ai
Ttr,i xx P(f) Re(.)

{ }si
s (t)BPs (t)LP

( )cctfj
e

qp +2
2( )å å

-

=

---
i

1M

0m

cs

s

mTTiMt td

Figure 2.2: Block diagram of the transmitter of a linear bandpass digital com-
munication system

si = [si,0si,1 . . . si,Ms−1]T , which are transmitted at a rate 1/T = (Ms/Ns)Rs :

si = Ttr,iai (2.1)

where Ttr,i is a matrix of dimension Ms×Ns, that can depend on the block index
i. The discrete-time sequence of samples {si,m} is applied to a lowpass filter
with transfer function P (f) and impulse response p(t), yielding a continuous-
time lowpass signal sLP (t). In figure 2.2, this transition from the discrete-time
to the continuous-time domain is modelled by applying to the filter a sequence
of Dirac impulses at a rate 1/T , with weights equal to the samples {si,m}.
This weighted sequence of Dirac impulses results from multiplying the samples
{si,m} with the transmit clock signal, consisting of a periodic sequence of Dirac
impulses. This yields

sLP (t) =
+∞∑

i=−∞

Ms−1∑

m=0

si,mp(t− iMsT −mT − τc) (2.2)

where τc is a time delay which represents the transmit clock phase. The transmit
filter is assumed to be a unit-energy square-root Nyquist filter with respect to
the time interval T , i.e.,

∫ +∞

−∞
p(t)p∗(t− kT )dt = δk (2.3)

In many cases of practical interest, the communication system is assigned a
bandpass channel, so the lowpass signal sLP (t) must be frequency-translated by
means of carrier modulation. In figure 2.2 the resulting bandpass signal sBP (t)
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is modelled as the real part of the product of sLP (t) and a complex exponential
with carrier frequency fc and a carrier phase θc :

sBP (t) =
√

2Re
(
sLP (t)ej(2πfct+θc)

)
(2.4)

The frequency content of sBP (t) is concentrated near the carrier frequency fc.
The bandpass signal sBP (t) is applied to the possibly time-varying bandpass
channel with transfer function Hch,BP (f ; t), and is disturbed by zero-mean ad-
ditive white Gaussian bandpass noise wBP (t), with independent real and imag-
inary parts, each having a power spectral density (psd) of N0/2 (figure 2.3).
In wired communication (e.g., over the telephone line or the coaxial cable), the
channel can be considered as time-invariant; in this case, the channel transfer
function does not depend on t, and is represented by Hch,BP (f). In wireless
communication, fading may occur, indicating that the channel is time-varying;
in this case, the channel Hch,BP (f ; t) is modelled as a random process that is
stationary with respect to the variable t [Stl92].

At the receiver, the bandpass signal rBP (t) is downconverted to baseband
[Fra80]. As indicated in figure 2.4, this downconversion is accomplished by
multiplying rBP (t) with a local oscillator signal with a ’total’ phase equal to

−(2πfct+ θ̂r(t)). This time-varying phase θ̂r(t) will be discussed in section 2.3.
The resulting signal is applied to a receiver filter with transfer function Hrec(f),
which shapes the useful component of the received signal and suppresses the out-
of-band signals. In this work, the receiver filter is assumed to be matched to the
transmit filter: Hrec(f) = P ∗(f). The signal at the output of the receiver filter
is sampled at the instants t̂iMs+m = (iMs+m)T+τ̂r,iMs+m, yielding the samples
viMs+m. This time-varying delay τ̂r,iMs+m will be discussed in section 2.3. The



2.2. POINT-TO-POINT COMMUNICATION 15

w (t)LP

H (f;t)ch

s (t)LP

+ x H (f)rec

tiMs+m

e
j( c- c(t))q q̂

viMs+m

^

Figure 2.5: Lowpass equivalent of the bandpass system

sequence of samples {viMs+m} is applied to Ns parallel linear transformations
{bi,n} where bi,n = [biMs,nbiMs+1,n . . . biMs+Ms−1,n]T can depend on the block
index i. The resulting outputs {zi,n}, given by

zi,n =

M−1∑

m=0

biMs+m,nviMs+m (2.5)

are used to make decisions about the transmitted data symbols {ai,n}. The
decision device selects the constellation point âi,n that is the closest to zi,n.
In general, intersymbol interference (ISI), which is interference caused by other
transmitted data symbols, affects the detection of the considered symbol.

In the receiver structure of figure 2.4, the received signal is sampled at a rate
1/T . This sampling rate is optimum when the channel is ideal (Hch,BP (f ; t) =
1), as the resulting samples provide sufficient statistics. When the channel is
not ideal (Hch,BP (f ; t) 6= 1), the optimum receiver contains a receiver filter that
is matched to the channel and the transmit filter (i.e., Hrec(f) = H∗ch,BP (f −
fc; t)P

∗(f)). The receiver filter output is sampled at a rate 1/T . However, this
receiver filter may be complex to realise, as we do not a priori know the channel
and the channel may vary in time. To avoid the high complexity of the receiver
filter, an alternative optimum receiver can be used. In this alternative structure,
the receiver filter is matched to the transmit filter only (Hrec(f) = P ∗(f)). The
receiver filter output is sampled at a rate K/T (K ≥ 1) to avoid aliasing.
The matching of the receiver to the channel (i.e., to Hch,BP (f − fc; t)) is done
digitally, which can easily be implemented adaptively. Usually, the sampling
rate is twice the sample rate (K = 2).

In the multicarrier systems that will be considered in this work, there is
virtually no aliasing, even for K = 1, because of the structure of the multicarrier
signal. Hence, the receiver structure of figure 2.4 is optimum for the considered
multicarrier systems.

Without loss of generality, the bandpass signals can be represented by
an equivalent lowpass signal [Pro95], [Mey98], [Lee88], [Van99], [Moe99a],
[Moe99b], i.e., the complex envelope of the signal. The equivalent lowpass block
diagram of the linear digital communication system is shown in figure 2.5. The
transmitted lowpass signal sLP (t) is applied to the lowpass equivalent Hch(f ; t)
of the channel is disturbed by the equivalent lowpass additive white Gaussian
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noise (AWGN) disturbance wLP (t) and affected by the carrier phase difference

θc − θ̂r(t). The AWGN disturbance has independent real and imaginary parts,
each having a power spectral density N0/2. The resulting signal is applied to
the receiver filter and sampled at the timing instants t̂iMs+m. In this work, the
complex envelope of the signals will be used to describe the considered bandpass
systems.

Example: Let us consider a simple example, consisting of trans-
mission over an ideal channel (Hch(f ; t) = 1). Further, we assume
that the receiver knows the transmitter’s carrier phase θc and clock
phase τc, and selects θ̂r(t) = θc and τ̂r,iM+m = τc : the receiver is
perfectly synchronised to the transmitter. Taking into account the
square-root Nyquist property (2.3) of the transmit and the receiver
filter, it follows that

viMs+m = si,m + wiMs+m (2.6)

where wiMs+m denotes the contribution from the noise wLP (t), and
si,m is related to the data symbols by (2.1). Hence, viMs+m is a noisy
version of the sample si,m that was generated by the transmitter.

Now let us assume that the Ns columns of the Ms×Ns matrix Ttr,i

(2.1) are orthogonal (this requires Ms ≥ Ns):
Ms−1∑

m=0

(Ttr,i)
∗
m,n1

(Ttr,i)m,n2
= δn1−n2

(2.7)

where (Ttr,i)
∗ is the complex conjugate of the matrix Ttr,i. Selecting

bi,n (2.5) as the nth column of (Ttr,i)
∗ yields

zi,n = ai,n +Wi,n (2.8)

where ai,n is the nth data symbol from the ith block, and Wi,n

denotes the contribution from the noise. This simple example indi-
cates that zi,n is not affected by intersymbol interference (ISI) when
the channel is ideal, the receiver is perfectly synchronised to the
transmitter, the rows of the matrix Ttr,i are orthogonal and bi,n
is selected as the nth column of (Ttr,i)

∗. In practical systems, ISI
occurs because of non-ideal channel conditions and imperfect syn-
chronisation.

2.3 Synchronisation Errors (Point-to-Point)

2.3.1 Equivalent Channel Transfer Function

In this section, we derive the discrete-time transfer function of an equivalent
channel, that describes the transfer from the samples si (2.1) at the input of the
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transmit filter (as shown in figure 2.2) to the samples vi at the output of the
receiver filter (see figure 2.4). Hence, this transfer function contains the cascade
of the transmit filter P (f), the original channel Hch(f ; t) and the receiver filter
P ∗(f), and includes the effects of the timing clocks and the carrier oscillators
at the transmitter and the receiver.

The reliability of the detected data symbols strongly depends on the fre-
quency and phase of the carrier oscillator and the sampling clock at the re-
ceiver. In the case of a time-invariant channel, the total phases of the local
oscillator and of the sampling clock yielding optimum performance are denoted
2πfct+ θr and tiMs+m = (iMs +m)T + τr, respectively: the carrier oscillators
and the clocks at the receiver and the transmitter should have the same fre-
quencies fc and 1/T , respectively. When the channel is non-ideal, the optimum
carrier oscillator phase θr and sampling clock phase τr are not the same as the
corresponding phases at the transmitter, and can be represented as

θr = θc + ∆θ

τr = τc + ∆τ (2.9)

where the phase shift ∆θ and the time delay ∆τ depend on the channel char-
acteristics.

In the case of a time-varying channel, the optimum phase shift (between
the carrier oscillators at receiver and transmitter) and time delay (between the
clocks at receiver and transmitter) become time-varying as well. This yields for
the optimum carrier and clock phases

θr(t) = θc + ∆θ(t)

τr,iMs+m = τc + ∆τiMs+m (2.10)

Assuming that the channel varies slowly with respect to the sampling inter-
val T , the quantities ∆θ(t) and ∆τiMs+m are slowly varying as well. In figure
2.6, the different time delays are depicted, where p(t) is the transmit pulse and
h(t; tiMs+m) is the impulse response of the cascade of the transmit filter, the
time-varying channel and the receiver filter. The optimum time delay corre-
sponds to the maximum of the pulse h(t; tiMs+m).

The receiver has no a priori knowledge about θr(t) and τr,iMs+m. Therefore,
part of the receiver consists of a carrier synchroniser and a clock synchroniser,
which produce estimates θ̂r(t) and τ̂r,iMs+m of θr(t) and τr,iMs+m. The corre-
sponding carrier phase and timing errors are denoted φ(t) and εiMs+mT :

φ(t) = θr(t)− θ̂r(t)
εiMs+mT = τ̂r,iMs+m − τr,iMs+m (2.11)

In most cases of practical interest, the carrier phase and timing errors are slowly
varying with respect to the sampling interval T .

In this section, the carrier phase errors and the timing errors are included
in the end-to-end transfer function, which results in a time-varying filter. This
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Figure 2.7: Block diagram of a point-to-point communication system in the
presence of synchronization errors

unified approach allows us to present a single analysis valid for both carrier
phase errors and timing errors. The block diagram of a point-to-point lin-
ear digital communication system in the presence of synchronisation errors is
shown in figure 2.7. The transmitted signal, consisting of a periodic sequence
of Dirac impulses modulated with the discrete-time sequence {si,m} is applied
to the transmit filter, which is a unit-energy square-root Nyquist filter with
transfer function P (f), and transmitted over the dispersive channel with trans-
fer function Hch(f ; t). The output of the dispersive channel is affected by
AWGN wLP (t), which has independent real and imaginary parts, each hav-
ing a power spectral density of N0/2. At the receiver, the signal disturbed by

the carrier phase difference θc − θ̂r(t) is applied to the receiver filter, which is
matched to the transmit filter. The resulting signal is sampled at the instants
t̂iMs+m = tiMs+m + εiMs+mT , where tiMs+m = (iMs +m)T + τr,iMs+m are the
optimum sampling instants and εiMs+m is the normalised timing error of the
mth sample during the ith transmitted block. Assuming the channel slowly
varies as compared to the sampling interval T , the phase shift ∆θ(t) and the
time delay ∆τiMs+m, related to the cascade of the transmit filter, the channel
and the receiver filter, are slowly varying as well. The resulting time-domain
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samples viMs+m are given by

viMs+m =

∫ +∞

−∞

∫ +∞

−∞
dtdup∗(t− t̂iMs+m)hch(u; t)ej(θc−θ̂r(t))

+∞∑

i′=−∞

Ms−1∑

m′=0

si′,m′p(t− u− (i′Ms +m′)T − τc)

+

∫ +∞

−∞
p∗(t− t̂iMs+m)wLP (t)dt (2.12)

We assume that the dispersive channel and the carrier phase error are slowly
varying as compared to the duration of the receiver filter impulse response
p∗(−t). Furthermore, we assume that the timing error is small, i.e., the esti-
mated optimum timing instants t̂iMs+m are close to the optimum timing instants
tiMs+m. In this case, the samples viMs+m yield

viMs+m ≈
∫ +∞

−∞

∫ +∞

−∞
dtdup∗(t− t̂iMs+m)hch(u; tiMs+m)ej(θc−θ̂r(tiMs+m))

+∞∑

i′=−∞

Ms−1∑

m′=0

si′,m′p(t− u− (i′Ms +m′)T − τc)

+

∫ +∞

−∞
p∗(t− t̂iMs+m)wLP (t)dt (2.13)

=

+∞∑

i′=−∞

Ms−1∑

m′=0

si′,m′heq((iMs +m)T − (i′Ms +m′)T ; tiMs+m)

+ wiMs+m

where wiMs+m is the matched filter output noise value at the instant t̂iMs+m

and heq(t; tiMs+m) is the equivalent time-varying end-to-end impulse response;
its Fourier transform with respect to the variable t is Heq(f ; tiMs+m), given by

Heq(f ; tiMs+m)=H(f ; tiMs+m)ej(φ(tiMs+m)−∆θ(tiMs+m))ej2πf(εiMs+mT+∆τiMs+m)

(2.14)
where H(f ; tiMs+m) is the transfer function of the cascade of the transmit fil-
ter, the channel and the receiver filter: H(f ; tiMs+m) = |P (f)|2Hch(f ; tiMs+m)
[Lin99], [Fre98]. The effect of the synchronisation parameters on the equiv-
alent time-varying end-to-end impulse response Heq(f ; tiMs+m) (2.14) can be
explained as follows. The transmitted baseband signal sLP (t) (see figure 2.2) is
upconverted using a carrier oscillator with a total phase of 2πfct + θc and the
received bandpass signal rBP (t) (see figure 2.4) is downconverted using a carrier

oscillator with total phase −(2πfct + θ̂r(t)). The cascade of the upconversion

and downconversion yields a phase rotation over (2πfct+ θc)− (2πfct+ θ̂r(t)).
The cascade of the upconversion and downconversion operation can be viewed
as if the carriers at the transmitter and the receiver are perfectly synchro-
nised, and the phase rotation over (2πfct + θc) − (2πfct + θ̂r(t)) is intro-
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Figure 2.8: Equivalent discrete-time domain channel model

duced by the channel. Considering the definition of the carrier phase er-
ror φ(t) (2.11) and the optimum phase shift θr(t) (2.10), this phase rotation

can be written as (2πfct + θc) − (2πfct + θ̂r(t)) = φ(t) − ∆θ(t). Hence,
the equivalent time-varying end-to-end impulse response includes a phase ro-
tation φ(tiMs+m) − ∆θ(tiMs+m) introduced by the carrier phase difference at
the instant tiMs+m. Further, the samples si (figure 2.2) are transmitted at
the instants (iMs + m)T + τc. The signal at the output of the receiver fil-
ter (figure 2.4) is sampled at the instants t̂iMs+m = (iMs + m)T + τ̂r,iMs+m.
The difference between the timing instants at the transmitter and the receiver
can be viewed as if the transmitter and receiver clock are perfectly synchro-
nised and produce samples at the same timing instants tiMs+m, and the time
delay ((iMs + m)T + τc) − ((iMs + m)T + τ̂r,iMs+m) is introduced by the
channel. Considering the definition of the timing error εiMs+mT (2.11) and
the optimum time delay τr,iMs+m (2.10), this time delay can be written as
((iMs+m)T+τc)−((iMs+m)T+ τ̂r,iMs+m) = −(εiMs+mT+∆τiMs+m). Hence,
the equivalent time-varying end-to-end impulse response includes a time delay
−(εiMs+mT + ∆τiMs+m), caused by the difference between the timing instants
between the transmitter and the receiver. Considering (2.13), the continuous-
time structure from figure 2.7 is equivalent to the discrete-time structure from
figure 2.8, consisting of an equivalent linear time-varying discrete-time impulse
response heq(k; iMs + m) that includes the synchronisation errors, followed by
an additive Gaussian noise disturbance wiMs+m. The Fourier transform of
heq(k; iMs +m) equals the folded Fourier transform Heq(f ; tiMs+m)

FT [heq(k; iMs +m)](f) =
1

T

+∞∑

n=−∞
Heq

(
f − n

T
; tiMs+m

)
(2.15)

and the autocorrelation function of the noise disturbance wiMs+m is given by

E[wiMs+mw
∗
i′Ms+m′ ] = N0

∫ +∞

−∞
|P (f)|2ej2πf(t̂iMs+m−t̂i′Ms+m′ )df

= N0g(t̂iMs+m − t̂i′Ms+m′) (2.16)

where g(t) is the inverse Fourier transform of |P (f)|2. From (2.3) it follows
that g(kT ) = δk. Assuming that the timing instants t̂iMs+m are essentially
equidistant with spacing T over the duration of g(t) (this implies that Hch(f ; t)
and the timing error are slowly varying as compared to the duration of g(t)),
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we obtain
E[wiMs+mw

∗
i′Ms+m′ ] ≈ N0δi−i′δm−m′ (2.17)

which indicates that the noise contributions are essentially statistically indepen-
dent.

2.3.2 Model of Synchronisation Errors

In the previous section we have derived a channel model that includes the syn-
chronisation errors. In this section, we present a model for these synchronisation
errors.

First, a model is presented for the carrier phase errors. In this work two
types of carrier phase error are considered [Ste97a], [Ste97b], [Ste99c], [Ste99f],
[Pol95a].

• When the receiver uses a free-running oscillator for the RF to baseband
conversion with a frequency close to the frequency of the carrier at the
transmitter, a small carrier frequency offset ∆F occurs [Ste97a], [Ste99f].
In this case, the carrier phase error linearly increases in time: φ(t) =
2π∆Ft+φ(0). As a result of the carrier frequency offset, the receiver filter
output samples viMs+m rotate at a speed of 2π∆F rad/s. Another effect
is shown in figure 2.9: the carrier frequency offset gives rise to a frequency
shift of the downconverted signal. Because of this frequency shift, a part
of the received power falls outside the bandwidth of the receiver filter,
resulting in signal distortion and power loss. Hence, a communication
system will suffer from a carrier frequency offset if no countermeasures
are taken.

• When the phase θ̂r(t) of the local oscillator is derived from the received
signal by means of a feedback carrier synchronisation mechanism, the
local oscillator has an average frequency exactly equal to that of the RF
carrier [Mey98]. The resulting carrier phase error φ(t) can be decomposed
as the sum of a constant phase offset and a zero-mean random jitter.
When a second-order loop is used to derive the phase θ̂r(t) of the local
oscillator, a constant phase offset can be eliminated. The jitter power
spectral density Sφ(f) has a bandwidth fB that is much smaller than
the signal bandwidth, and consists of two contributions [Mey98], [Ste97a],
[Ste97b], [Ste99c], [Ste99f], [Pol95a]. The first contribution originates from
the loop noise within the synchroniser bandwidth, which represents the
statistical fluctuations caused e.g., by the additive noise and the random
nature of the data symbols. The second contribution originates from the
oscillator phase noise outside the synchroniser bandwidth. This yields

Sφ(f) = |Hc(f)|2SL(f) + |1−Hc(f)|2SPN (f) (2.18)

In (2.18), Hc(f) is the closed-loop transfer function of the synchroniser,
and SL(f) and SPN (f) are the power spectra of the loop noise and the



22 CHAPTER 2. A GENERIC MODEL

0

0

0

S (f)RF

S (f)r

S (f)s

Baseband signal at transmitter

Receiver filter

Downconverted bandpass signal
DF

-fc

Bandpass signal

fc
f

f

f

Figure 2.9: Influence of a carrier frequency offset on the power spectrum

f

S (f)f

-fB -fL fBfL

f

S (0)L

-fL fL

only loop noise only phase noise

S (f)f

Figure 2.10: Typical spectrum of the carrier phase error resulting from a PLL

oscillator phase noise, respectively. The closed-loop transfer function can
be approximated by an ideal lowpass filter with Hc(0) = 1 and bandwidth
fL. Hence, the carrier phase error φ(t) contains the lowpass (|f | < fL)
components of the loop noise and the highpass (|f | > fL) components
of the oscillator phase noise (figure 2.10). Within the bandwidth of the
closed-loop transfer function, the loop noise is approximately white, i.e.,
SL(f) ≈ SL(0) for |f | < fL. A similar jitter model applies when a feed-
forward carrier synchroniser is used.

Next, a model is presented for the timing errors. In this work, the following
types of timing error will be considered [Ste97a], [Ste97b], [Ste99c], [Ste99f],
[Pol95a].

• When the sampling at the receiver is performed by means of a free-
running clock whose frequency is close to the frequency of the clock at
the transmitter, a small clock frequency offset occurs. In this case, the
normalised timing error linearly increases in time, as shown in figure 2.11:
εiMs+m = (iMs +m)∆T/T + ε0, where ∆T/T is the normalised clock fre-
quency offset. Due to the clock frequency offset, the duration of a block
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of Ms samples at the receiver differs from the one at the transmitter.
This yields an increasing misalignment between the samples si,m at the
transmitter and the samples viMs+m at the receiver.

• When the timing instants at the receiver are derived from the signal by
means of a feedback or feedforward clock synchronisation mechanism, the
receiver is able to extract a timing signal with an average frequency exactly
equal to the frequency of the transmitter clock. The resulting timing error
εiMs+mT can be decomposed as the sum of a constant timing offset and a
zero-mean random jitter, caused by the disturbances in the channel and
the clock synchroniser. A constant mismatch between the optimum time
delay τr,iMs+m and the estimated time delay τ̂r,iMs+m results in a constant
timing offset εiMs+m = ε, as shown in figure 2.12. The jitter power spectral
density Sε(exp(j2πfT )) has a bandwidth that is much smaller than the
signal bandwidth, and a shape similar to the phase jitter spectrum from
figure 2.10.
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2.4 Multiple Access and Multiplexing

2.4.1 Multiple Users

In mobile radio communication [Stl92], [Lin99], [Fre98], [Red95], the network
consists of a base station communicating with Nu mobile users. Depending on
the direction of communication, the terms downlink communication (from the
base station to the users) and uplink communication (from the users to the base
station) are used. To allow many users to communicate simultaneously over
a common physical medium without introducing severe interference between
the signals transmitted by (uplink) or transmitted to (downlink) the different
users, multiple access and multiplexing techniques are used. Multiplexing and
multiple access define how downlink and uplink signals should be transmitted,
respectively. In the following, we separately consider the cases of downlink and
uplink communication and we present a single equivalent channel model for both
downlink and uplink communication that includes the synchronisation errors. In
both cases, the base station provides a network synchronisation reference signal,
containing the timing instants and the carrier frequency and phase used by the
base station, from which the different mobile users can extract the frequencies
and phases for their local clock signal and local carrier oscillator.

In downlink communication, also called downstream communication or the
forward link, the transmitter is located at the base station. The base station
broadcasts the signals to the different users. At the base station, the sequence
of data symbols ai,` transmitted to user ` (` = 1, . . . , Nu) during the ith block
is converted into a continuous-time bandpass signal s`(t) (see figure 2.13). A
common clock signal and carrier oscillator are provided by the base station and
the signals are synchronised, such that the time delay τc, the clock frequency
1/T , the carrier frequency fc and the carrier phase θc are equal for all signals
s`(t). The base station multiplexes the signals s`(t) and broadcasts the mul-
tiplexed signal to all users. As the users generally are on different locations,
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Figure 2.14: Block diagram of a downlink linear digital communication system

the transfer function from the base station to the receiver of user ` depends of
the user index `. The receiver of user ` makes use of a local clock and a local
carrier oscillator to extract a discrete-time sequence viMs+m,` at the receiver
filter output. This discrete-time sequence at receiver ` consists of contributions
of data symbols transmitted to all users. All these contributions are affected
by the same carrier phase error and timing error, as they are synchronised at
the base station and are upconverted and downconverted by the same carrier
oscillators. Furthermore, all contributions have experienced the same channel
transfer function Hch,`(f ; t) as all signals were transmitted over the same chan-
nel `. From this discrete-time sequence, the receiver has to extract the data
symbols that were transmitted to user `. Note that downlink communication
is very similar to point-to-point communication, but in downlink communica-
tion, all quantities that are related to the transmitter and the channel have an
additional user index `.

The block diagram of a downlink linear digital communication system in
the presence of synchronisation errors is shown in figure 2.14. The transmitted
discrete-time sequence {si,m} consists of the superposition of the discrete-time
sequences {s`i,m}, where s`i,m is the mth sample transmitted to user ` during the
ith block.

si,m =

Nu∑

`=1

s`i,m (2.19)

where the time sequence transmitted to user ` is given by s`i = Ttr,i,`ai,`, where
Ttr,i,` is the transmitter matrix of user ` during the ith block. In the fol-
lowing, we consider the communication between the base station and user `.
The transfer function from the base station to the receiver of user ` is given
by Hch,`(f ; t). The output of the dispersive channel is disturbed by AWGN
wLP (t). At the receiver of user `, the signal affected by the carrier phase differ-

ence θc − θ̂r,`(t), where θc is the carrier phase of the transmitter carrier oscilla-

tor and θ̂r,`(t) is the estimated optimum phase of the receiver carrier oscillator.
The carrier phase yielding the optimum performance is θr,`(t) = θc + ∆θ`(t),
where the carrier phase ∆θ`(t) depends on the characteristics of the channel
Hch,`(f ; t). The carrier phase error φ`(t) is defined as the difference between
the optimum carrier phase θr,`(t) and the estimated optimum carrier phase

θ̂r,`(t): φ`(t) = θr,`(t) − θ̂r,`(t). The resulting signal is applied to the receiver
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filter and sampled at the instants t̂iMs+m,` = tiMs+m,` + εiMs+m,`T , where
tiMs+m,` = (iMs + m)T + τ `r,iMs+m

are the optimum sampling instants and
εiMs+m,` is the normalised timing error at receiver ` of the mth sample dur-
ing the ith transmitted block. The time delay τ `r,iMs+m

yielding the optimum

performance is given by τ `r,iMs+m
= τc + ∆τiMs+m,`, where τc is the time delay

representing the transmit clock phase and ∆τiMs+m,` depends on the character-
istics of the channel Hch,`(f ; t). Following a similar analysis as in section 2.3.1
for point-to-point communication, the synchronisation errors can be included
into an equivalent time-varying impulse response, yielding

viMs+m,` ≈
+∞∑

i′=−∞

Ms−1∑

m′=0

Nu∑

`′=1

s`
′
i′,m′heq,`((iMs +m)T − (i′Ms +m′)T ; tiMs+m,`)

+ wiMs+m,` (2.20)

where wiMs+m,` is the matched filter output noise value at the instant t̂iMs+m,`

and heq,`(t; tiMs+m,`) is the equivalent time-varying end-to-end impulse re-
sponse; its Fourier transform with respect to the variable t is Heq,`(f ; tiMs+m,`),
given by

Heq(f ; tiMs+m,`) = H`(f ; tiMs+m,`)e
j(φ`(tiMs+m,`)−∆θ`(tiMs+m,`)) ·

ej2πf(εiMs+m,`T+∆τiMs+m,`) (2.21)

where H`(f ; tiMs+m,`) is the transfer function of the cascade of the
transmit filter, the channel and the receiver filter: H`(f ; tiMs+m,`) =
|P (f)|2Hch,`(f ; tiMs+m,`) [Lin99], [Fre98]. We can define, similarly as for the
case of point-to-point communication, an equivalent linear discrete-time chan-
nel with impulse response heq,`(k; iMs+m), whose Fourier transform equals the
folded Fourier transform Heq,`(f ; tiMs+m,`)

FT [heq,`(k; iMs +m)](f) =
1

T

+∞∑

n=−∞
Heq,`

(
f − n

T
; tiMs+m,`

)
(2.22)

The autocorrelation function of the noise disturbance wiMs+m,` is given by

E[wiMs+m,`w
∗
i′Ms+m′,`] = N0

∫ +∞

−∞
|P (f)|2ej2πf(t̂iMs+m,`−t̂i′Ms+m′,`)df (2.23)

Similarly as for point-to-point communication, when we assume that the tim-
ing error and the channel transfer function are slowly varying as compared to
the impulse response duration of the filter with transfer function |P (f)|2, the
autocorrelation function of the noise disturbance can be approximated by

E[wiMs+m,`w
∗
i′Ms+m′,`] ≈ N0δi−i′δm−m′ (2.24)

In uplink communication, also called upstream communication or the reverse
link, multiple access is used to transmit the signals generated by the different
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Figure 2.15: Uplink communication

mobile users to the base station. The sequence of data symbols ai,` transmitted
by user ` (` = 1, . . . , Nu) during the ith block is converted into a continuous-
time bandpass signal s`(t) (see figure 2.15). At the base station, the sum of the
received signals is downconverted and sampled using one carrier oscillator and
one sampling clock, respectively. From the resulting sequence, the base station
detects the symbols from each individual user. In order to limit the interference
between user signals, the mobile transmitters should be synchronised. To this
aim, the base station broadcasts a pilot tone from which the mobile users derive
their transmit carrier oscillator and transmit clock. Because of the disturbances
in the system, it is clear that all transmitters will have slightly different clock
and carrier frequencies and phases. Furthermore, the transfer function from the
transmitter of user ` to the base station depends on the user index `, as the
users are at different locations. The base station receives the superposition of
the signals transmitted by the different users and extracts after the receiver filter
a discrete-time sequence consisting of contributions of data symbols transmitted
by all users. The contribution from each user is affected by a different carrier
phase error and timing error, and has been transmitted over a different channel.

The block diagram of an uplink linear digital communication system in the
presence of synchronisation errors is shown in figure 2.16. The transmitter of
user ` derives a clock signal and a carrier oscillator signal from the network syn-
chronisation reference signal, resulting in a transmit clock with frequency 1/T
and time-varying phase τiMs+m,` and a transmit carrier oscillator with frequency
fc and time-varying phase θc,`(t). The time sequence transmitted by user ` is
given by s`i = Ttr,i,`ai,`, where Ttr,i,` is the transmitter matrix of user ` during
the ith block. The discrete-time sequence s`i is converted into a continuous-
time signal by multiplying the samples s`i with the transmit clock signal. The
resulting sequence of weighted Dirac impulses is applied to the transmit filter.
The transmitted lowpass signal is upconverted using the transmit carrier os-
cillator, which can be represented in the lowpass equivalent block diagram of
figure 2.16 as a rotation over the phase θc,`(t). The lowpass equivalent channel
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Figure 2.16: Block diagram of an uplink linear digital communication system

transfer function from the transmitter of user ` to the base station is given by
Hch,`(f ; t). At the base station, the received bandpass signal consists of the su-
perposition of the passband signals transmitted by the different users, disturbed
by additive white Gaussian bandpass noise with lowpass equivalent wLP (t). The
optimum total phases of the base station carrier oscillator and sampling clock
for user ` are denoted 2πfct+ θr,`(t) and (iMs +m)T + τ `r,iMs+m

, respectively.

The optimum carrier phase θr,`(t) and time delay τ `r,iMs+m
to be applied at the

receiving base station are given by

θr,`(t) = θc,`(t) + ∆θ`(t)

τ `r,iMs+m = τiMs+m,` + ∆τiMs+m,` (2.25)

where the phase shift ∆θ`(t) and the time delay ∆τiMs+m,` depend on the
channel characteristics of user `. However, the base station uses one oscillator
with phase θr and one sampling clock with time delay τr for all users. Hence,
the contributions from the different users to the receiver output samples are
affected by a different carrier phase error and timing error, given by

φ`(t) = θr,`(t)− θr
εiMs+m,`T = τr − τ `r,iMs+m (2.26)

The base station downconverts the received bandpass signal by multiplying the
signal with the oscillator signal with ’total’ phase −(2πfct+ θr). In the lowpass
equivalent block diagram of figure 2.16 this downconversion is represented by
a rotation over the phase −θr. The resulting lowpass signal is applied to the
receiver filter and sampled at the instants tiMs+m = (iMs + m)T + τr. The
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resulting time-domain samples viMs+m are given by

viMs+m =

∫ +∞

−∞

∫ +∞

−∞
dtdup∗(t− tiMs+m)

Nu∑

`=1

hch,`(u; t)ej(θc,`(t)−θr)

+∞∑

i′=−∞

Ms−1∑

m′=0

s`i′,m′p(t− u− (i′Ms +m′)T − τi′Ms+m′,`)

+

∫ +∞

−∞
p∗(t− tiMs+m)wLP (t)dt (2.27)

Assuming the dispersive channels and the carrier phase errors are slowly varying
as compared to the duration of the receiver filter impulse response p∗(−t), the
samples viMs+m yield

viMs+m ≈
∫ +∞

−∞

∫ +∞

−∞
dtdup∗(t− tiMs+m)

Nu∑

`=1

hch,`(u; tiMs+m)ej(θc,`(tiMs+m)−θr)

+∞∑

i′=−∞

Ms−1∑

m′=0

s`i′,m′p(t− u− (i′Ms +m′)T − τi′Ms+m′,`)

+ wiMs+m (2.28)

where wiMs+m is the matched filter output noise value at the instant tiMs+m.
Similar as for the downlink, we define H`(f ; tiMs+m) as the transfer func-
tion of the cascade of the transmit filter, the channel and the receiver filter:
H`(f ; tiMs+m) = |P (f)|2Hch,`(f ; tiMs+m). Assuming the timing error slowly
varies as compared to the duration of the composite channel impulse response
with transfer function H`(f ; tiMs+m), the samples viMs+m yield

viMs+m ≈
+∞∑

i′=−∞

Ms−1∑

m′=0

Nu∑

`=1

s`i′,m′heq(tiMs+m − ti′Ms+m′ ; tiMs+m) + wiMs+m

(2.29)
where the equivalent time-varying impulse response heq,`(t; tiMs+m) is the same
as for downlink communication, with Fourier transform (2.21). The autocorre-
lation function of the noise disturbance wiMs+m is given by

E[wiMs+mw
∗
i′Ms+m′ ] = N0g(tiMs+m − ti′Ms+m′)

= N0δi−i′δm−m′ (2.30)

because the spacing of the samples at the receiver filter output equals T . Simi-
larly as for downlink communication, an equivalent linear time-varying discrete-
time impulse response heq,`(k; iMs + m) with Fourier transform (2.22) can be
defined.

As the equivalent time-varying discrete-time transfer function heq,`(k; iMs+
m) (2.22) and the noise disturbance wiMs+m,` (see (2.24) and (2.30)) are de-
fined in a similar way for downlink and uplink communication, an equivalent
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Figure 2.17: Equivalent channel model for multiuser communication

time-varying discrete-time channel model for multiuser communication can be
defined as shown in figure 2.17. This model describes the communication be-
tween the basestation and the users for both the downlink and the uplink. In
downlink communication, the sequences s`i (` = 1, . . . , Nu) are broadcasted by
the base station to the different users. At the receiver of user `, all contributions
have experienced the same equivalent time-varying discrete-time channel, i.e.,
heq,`′(k; iMs + m) = heq,`(k; iMs + m) (`′ = 1, . . . , Nu). The channel is fol-
lowed by an additive noise disturbance wiMs+m,` with autocorrelation function
(2.24), resulting in the samples viMs+m,`. The noise disturbance wiMs+m,` and
the samples viMs+m,` depend on the user index ` as the receiver of user ` uses
a local sampling clock to extract the transmitted data. In uplink communica-
tion, the sequences s`i (` = 1, . . . , Nu) are transmitted to the base station. The
equivalent time-varying discrete-time channel heq,`(k; iMs +m) depends on the
user index ` as the users are on different locations. The sum of the channel out-
put signals is disturbed by additive noise wiMs+m with autocorrelation function
(2.30), resulting in the samples viMs+m. The noise disturbance wiMs+m and the
samples viMs+m are independent of the user index ` as the basestation uses one
clock to extract the data of all users.

Example: Let us consider a simple example, consisting of a mobile
communication system where two mobile users transmit data to the
base station. We assume the channels are non-dispersive, but only
introduce a time delay: the transfer function from the transmitter
of user ` (` = 1, 2) to the base station is given by

Hch,`(f) = e−j2πft` (2.31)

Furthermore, we assume that the transmitters of both users know
the clock frequency 1/T and the carrier frequency fc. Assuming the
transmitter of user ` (` = 1, 2) knows the time delay t` introduced
by the channel `, the transmitter of user ` selects the clock phase
τiMs+m,` = −t`, i.e., the blocks of Ms samples originating from the
two users are aligned at the base station. Furthermore, the carrier
used for upconverting the lowpass signal transmitted by user ` has
a carrier phase θc,`, as shown in figure 2.18.
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Figure 2.18: Block diagram of two mobile users transmitting data to the base
station

At the base station, the received signal consists of the sum of the
signals transmitted by the two users disturbed by noise. Further, we
assume that the carrier phase of the carrier at the base station θr=0
and that the clock phase of the base station clock τr = 0. Taking
into account the square-root Nyquist property (2.3) of the transmit
and the receiver filter, it follows that

viMs+m = s1
i,me

jθc,1 + s2
i,me

jθc,2 + wiMs+m (2.32)

where wiMs+m denotes the contribution from the noise wLP (t) and
si,` = [s`i,1 . . . s

`
i,Ms−1]T is related to the data symbols ai,`, transmit-

ted by user `, by
si,` = Ttr,i,`ai,` (2.33)

where Ttr,i,` is the linear transformation matrix of user `. The
samples viMs+m are applied to a linear transformation Bi,` =
[b0,i,` . . .bNs−1,i,`]

T in order to detect the data symbols transmitted
by user `.

Now let us assume that the Ns columns of the Ms × Ns matrices
Ttr,i,` (` = 1, 2) are orthogonal and the matrices Ttr,i,1 and Ttr,i,2

are mutually orthogonal (this requires Ms ≥ 2Ns):

T†tr,i,`1Ttr,i,`2 = T†tr,i,`2Ttr,i,`1 = INsδ`1−`2 (2.34)

(2.4-16) where INs is the identity matrix of order Ns×Ns. Selecting

B` = exp(−jθc,`)T†tr,i,` (` = 1, 2), the samples at the input of the
decision device of user ` yield

z`i,n = a`i,n +W `
i,n (2.35)

where a`i,n is the nth data symbol of user ` transmitted during the

ith block, and W `
i,n denotes the noise contribution. This simple ex-

ample indicates that the sample z`i,n is not affected by intersymbol
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interference (ISI) or multiuser interference (MUI) when the channel
is non-dispersive, the blocks of Ms samples transmitted by the two
users are aligned at the base station, the carrier frequency is known
at the transmitters and the matrices Ttr,i,` are orthogonal. Further-
more, it follows that a constant carrier phase offset does not affect
the orthogonality of the signals of the different users. In general,
when there are Nu mobile users, the orthogonality conditions of the
matrices Ttr,i,` require that Ms ≥ NuNs. In practical systems, ISI
and MUI will occur because of non-ideal channel conditions and im-
perfect synchronisation. Furthermore, when the matrices Ttr,i,` are
not mutually orthogonal, MUI will be introduced.

2.4.2 Multiple Access and Multiplexing Techniques

To avoid multiuser interference (MUI), which is interference between signals
sent to (downlink) or received from (uplink) different users, the receiver should
be able to separate the user signals. This separation is achieved by making
the signals orthogonal, e.g., by making the matrices Ttr,` mutually orthogonal.
Different multiple access and multiplexing techniques have been developed to
separate the user signals.

• In TDM(A) (time division multiplexing/ multiple access), the time axis
is divided into a number of time non-overlapping time slots. Each user
signal is assigned a different set of time slots during which he can occupy
the whole system bandwidth. The signals of the different users can be
separated provided they occupy non-overlapping time intervals.

Example: Let us consider two perfectly synchronised mobile
users, transmitting data to the base station using the TDMA
technique. The linear transformation matrices Ttr,i,` (` = 1, 2)
at the transmitters are given by:

Ttr,i,1 =

(
T̂tr,i,1

0

)
Ttr,i,2 =

(
0

T̂tr,i,2

)
(2.36)

where Ttr,i,` (` = 1, 2) is a matrix of dimension Ms × Ns and

T̂tr,i,` (` = 1, 2) is a matrix of dimension (Ms/2) × Ns. The

Ns columns of the matrices T̂tr,i,` (` = 1, 2) are orthogonal.
Note that the matrices Ttr,i,1 and Ttr,i,2 (2.36) are mutually
orthogonal by construction. This example corresponds to the
case where the first user and the second user occupy the odd-
numbered and the even-numbered time slots, respectively.

• In FDM(A) (frequency division multiplexing/ multiple access), the avail-
able bandwidth is divided into a number of non-overlapping frequency
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bands. Each user is assigned a different frequency band, which is occu-
pied as long as the corresponding user signal is active. The signals of
the different users are separated in the frequency-domain. FDM(A) with
non-overlapping frequency bands is equivalent to a set of non-interacting
single user systems.

• In CDM(A) (code division multiplexing/ multiple access), each user signal
occupies the whole system bandwidth during the time the user is active.
The data symbols are spread by multiplying the data symbols with a
higher rate spreading sequence, as shown in figure 2.19. The number of
chips per data symbol is called the spreading factor. Each user is assigned
a unique spreading sequence. The signals of the different users can be
separated by making the spreading sequences orthogonal.

Example: Let us consider two perfectly synchronised mobile
users, transmitting data to the base station using the CDMA
technique. The sequence of samples s`i transmitted by user ` is
given by s`i = Ttr,i,`ai,` (` = 1, 2), where ai,` is the data symbol
transmitted by user ` during the ith symbol interval (i.e., Ns=1)
and Ttr,i,` is a vector that converts the data symbol ai,` into a
block of Ms samples. In many cases of practical interest, the
vector Ttr,i,` can be written as

Ttr,i,` = Tci,` (2.37)

where T is a (Ms × Nc) matrix that is independent of the
user index `. The Nc columns of the matrix T are orthogo-
nal, i.e., T†T = INc , where T† is the Hermitian of the matrix
T and INc is the identity matrix of order (Nc×Nc). The vector
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ci,` = [ciNc,` . . . ciNc+Nc−1,`]
T contains the chips of the spread-

ing sequence assigned to user `. The number Nc of chips per
symbol is the spreading factor.

We assume the case of an ideal channel (Hch,`(f ; t) = 1). As
the two users are perfectly synchronised and taking into account
the square-root Nyquist property (2.3 of the transmit and the
receiver filter, the samples vi at the output of the receiver filter
are given by

vi = s1
i + s2

i + wi (2.38)

where wi denotes the contribution of the noise wLP (t). To ex-
tract the data symbols transmitted by user `, the samples vi
are applied to the linear transformation T†tr,i,`. The sample zi,`
at the input of the decision device yields

zi,` = c†i,`T
†vi

= c†i,`ci,1ai,1 + c†i,`ci,2ai,2 +Wi,` (2.39)

where Wi,` is the noise contribution.

Now, let us assume that the spreading sequences are mutually
orthogonal

c†i,`1ci,`2 = δ`1−`2 (2.40)

In this case, the sample at the input of the decision device of
user ` yields

zi,` = ai,` +Wi,` (2.41)

This example indicates that the sample zi,` at the input of
the decision device is not affected by multiuser interference
(MUI) or intersymbol interference (ISI) when the channel is non-
dispersive, the users are perfectly synchronised and the spread-
ing sequences assigned to the different users are orthogonal.

In several existing systems, combinations of the above multiplexing and multiple
access techniques are used to separate the user signals.

When the system has to support a large number of users that are spread
over a large area, such as in a mobile radio communication system a cellular
structure is used to reduce the system complexity. The covered area typically is
partitioned into a number of hexagonal cells, resulting in a cellular structure as
shown in figure 2.20. Each cell is covered by one base station, communicating
with the users present in the cell. Within each cell, the former multiplexing
and multiple access techniques can be used for the communication between the
base station and the users in the cell. Communication between base stations of
different cells is in generally provided by a high-capacity optical fibre. As the
distance between the transmitter and receiver within a cell is small, the power
levels can be reduced. Furthermore, as a base station only has to communicate
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Figure 2.20: Cellular structure

with a small number of users, the implementation complexity of the base station
can be reduced. The size of a cell depends on the user density of the covered
area. For a high user density, the cell size has to decrease to limit the number
of users in each cell. Depending on the user density, one distinguishes between
macro cells with a size of 1km-30km (in rural areas), micro cells with a size
of 100m-1km (in dense areas such as urban areas) and pico cells with a size of
10m-100m (in very dense areas such as office buildings).

To ensure that the intercell interference, which is the mutual interference
between cells, remains below a harmful level, the signals in the different cells
have to be separated. This means that neighbouring cells have to be assigned
different system resources (e.g., different frequency bands or different spreading
sequences). However, it is preferable to reuse the available system resources, as
the spectral resources are limited. Because of the path loss, the received power
in a mobile radio communication system is inversely proportional to dx, where
d is the distance between the transmitter and the receiver and x is a coefficient
that depends on the topology of the covered area. Typically, this coefficient x is
larger than two (x = 2 for the free space, while x ≈ 4 for an urban area). This
indicates that the same system resources can be reused if the distance between
the different cells that use the same system resources is sufficiently large.

2.4.3 Spreading Sequences

As mentioned in the previous section, spreading sequences are a means to sep-
arate different users [Moe99b], [Red95], [Has98]. In this section, some types of
spreading sequences are considered.

Orthogonal Sequences

One possible set of orthogonal sequences are Walsh-Hadamard (WH) sequences
[Moe99a], [Lin99]. These sequences are real-valued sequences that are built of
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chips that belong to the set {−1,+1}. The sequences are easily constructed
using a recursive matrix operation

Hγ =

(
Hγ−1 Hγ−1

Hγ−1 −Hγ−1

)
(2.42)

where Hγ is the 2γ × 2γ Hadamard matrix that is formed using the Hadamard
matrix Hγ−1 of size 2γ−1 × 2γ−1, and H2 is given by

H2 =

(
1 1
1 −1

)
(2.43)

Each row in the matrix Hγ (2.42) provides a sequence of Nc = 2γ chips that
spread the data of one user: denoting by WHn,` the nth chip of the `th WH
sequence, we obtain WHn,` = (Hγ)`,n. From (2.42) it follows that the length
Nc of a WH sequence always is a power of two. As the maximum number of
WH sequences of length Nc equals Nc, the maximum number Nu of active users
equals Nc. In general, the assignment of the WH sequences to the different users
does not change from one symbol interval to the next, i.e., all symbols of a user
are spread with the same WH sequence. In this case, the chips are independent
of the time index i

ciNc+n,` = WHn,` (2.44)

As the users are assigned different WH sequences that repeat from one sym-
bol to the next, the performance in the case of a dispersive channel and/or
synchronisation errors is user-dependent. This dependence could be avoided by
changing the assignment from one symbol to the next, such that on the long run
each user has been assigned all WH sequences evenly. However, because of the
co-ordination required, this changing assignment is not carried out in practice.

Random Sequences

The performance of the different users becomes independent of the user index
when the spreading sequences are random [Moe99a], [Lin99]. In this case, the
different users are assigned statistically independent spreading sequences. Fur-
thermore, the chips belonging to a spreading sequence are modelled as zero-mean
statistically independent complex-valued random variables. This yields

E[c∗iNc+n,`ci′Nc+n′,`′ ] = δi,i′δn,n′δ`,`′ (2.45)

However, as the receiver must correlate the received signal with the spreading
sequence, that sequence must be available at the receiver, either by storing the
sequence or by generating it at the receiver. In practice, pseudo-noise (PN)
sequences with some period L are used, i.e., ciNc+n,` = ciNc+n+L,`. A popular
class of real-valued binary PN sequences is generated by means of shift-registers
[Moe99a], [Lin99]. Assuming the period L is much larger than the spreading
factor Nc, the L chips of the constructed sequence can be considered as statis-
tically independent. Complex-valued spreading sequences are constructed from
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two real-valued PN sequences. As the random sequences are not orthogonal,
multiuser interference occurs as soon as two users are active, even in the case of
an ideal channel. In order to avoid excessive MUI, the number of active users
Nu has to be much less than the spreading factor Nc.

Overlay Sequences

To overcome the problems encountered with the orthogonal sequences and the
random sequences, random sequences and orthogonal sequences can be com-
bined. In this section, we consider overlay sequences [Moe99a] that consist
of an orthogonal sequence multiplied with a random sequence. To construct
the overlay sequences, we make use of the set of real-valued Walsh-Hadamard
sequences {WHn,`}, with chips belonging to the set {−1,+1}, of length Nc

and one complex-valued random sequence (e.g., a complex-valued pseudo-noise
sequence of length L � Nc) {PNiNc+n}, with chips belonging to the set
{exp(jπ/2), exp(j3π/2), exp(−j3π/2), exp(−jπ/2)}, that has the same chip rate
as the WH sequence. The complex-valued chips ciNc+n,` of the sequence as-
signed to user `, consists of the product of the real-valued WH sequence, cor-
responding to user `, and the complex-valued random sequence, which is the
same for all users:

ciNc+n,` = WHn,`PNiNc+n (2.46)

Similarly as for the WH sequences, the spreading factor Nc is equal to the
length of the WH sequence, i.e., a power of two. As the maximum number
of orthogonal overlay sequences equals the number of possible WH sequences
Nc, the maximum number Nu of active users equals Nc. The overlay sequences
belonging to different users are still orthogonal. However, they do not repeat
from one symbol to the next, so that the performance is essentially the same
for all users.

2.5 The Minimum Mean-Square Error Equali-
ser

As shown earlier in this chapter, the sequence of samples {viMs+m,`} at the
output of the receiver filter is applied to a number Ns of parallel linear transfor-
mations {b`i,n} (figure 2.4), in order to make decisions about the data symbols

a`i,n, the nth data symbol belonging to user ` during the ith transmitted block.

In order to obtain reliable decisions, the transformation b`i,n should be a function
of a number of (possibly time-varying) parameters, such as the channel transfer
function and the phase or frequency offset of the carrier oscillator or sampling
clock at the receiver. The adaptation of b`i,n to these parameters is often called

’equalisation’; b`i,n is said to ’track’ these parameters. Usually, minimum mean-
square error (MMSE) equalisation is performed, i.e., equalisation is such that
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Figure 2.21: Block diagram of the linear transformation at the receiver

the mean-square error (MSE) between the input and the output of the decision
device is minimised [Pro95], [Van99]. In this work, we will consider transfor-
mations b`i,n that can be decomposed as shown in figure 2.21. The sequence of

samples {viMs+m,`} is applied to a linear transformation B`
1,i,n (Mr×Ms) that

converts the block of Ms samples {viMs+m,`} into a block of Mr samples. The
linear transformation B`

1,i,n is followed by one-tap equalisers with coefficients

(g`i,n)k (k = 0, . . . ,Mr − 1) that scale and rotate the Mr outputs of the linear

transformation B`
1,i,n. The outputs of the one-tap equalisers are applied to a

second linear transformation B`
2,i,n that converts the Mr equaliser outputs into

a scalar z`i,n, which is used to make a decision about the data symbol a`i,n. The

mean-square error between the sample z`i,n and the data symbol a`i,n, given by

MSE`i,n = E[|z`i,n − a`i,n|2] (2.47)

should be minimised by proper selection of the equaliser coefficients. The oper-
ator E[.] in (2.47) denotes the expectation, conditioned on the parameters to be
tracked, so that the resulting MMSE is indeed a function of these parameters.

The sample z`i,n at the input of the decision device is related to the received

discrete-time sequence vi,` = [viMs,` . . . viMs+Ms−1,`]
T as follows

z`i,n = B`
2,i,nG`

i,nB`
1,i,nvi,`

∆
= (b`i,n)Tvi,` (2.48)

where B`
1,i,n and B`

2,i,n are matrices of the order (Mr × Ms) and (1 × Mr),

respectively, and G`
i,n is the diagonal matrix of the order (Mr ×Mr) with as

diagonal elements the equaliser coefficients: (G`
i,n)k,k′ = δk,k′(g

`
i,n)k. Consid-

ering the data symbols {a`i,n} of user ` are converted at the transmitter into a
discrete-time sequence si,` using the linear transformation Ttr,i,` (see figure 2.2),
i.e., si,` = Ttr,i,`ai,`, and the resulting discrete-time sequence si,` is transmitted
over the channel with the equivalent channel transfer function (2.22) (see figure
2.17), the received discrete-time sequence vi,` yields

vi,` =

Nu∑

`′=1

+∞∑

i′=−∞
(Heq)

`′
i,i′Ttr,i′,`′ai′,`′ + wi,` (2.49)
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where Nu is the number of active users, ((Heq)
`′
i,i′)m,m′ = heq,`′((iMs + m) −

(i′Ms+m′); iMs+m) is the (Ms×Ms) matrix consisting of the impulse response
of the equivalent channel including the synchronisation errors, and wi,` is the

additive noise disturbance. Defining A`,`′

i,i′
∆
= B`

1,i,n(Heq)
`′
i,i′Ttr,i′,`′ and W`

i,n
∆
=

B`
1,i,nwi,`, the samples z`i,n at the input of the decision device can be written as

z`i,n = B`
2,i,nG`

i,n

(
Nu∑

`′=1

+∞∑

i′=−∞
A`,`′

i,i′ ai′,`′ + W`
i,n

)
(2.50)

Hence, the samples z`i,n at the input of the decision device consist of a linear com-
bination of all data symbols of the considered user, a linear combination of all
data symbols from other users, and additive noise. Substituting (2.50) in (2.47)
and minimising the MSE with respect to the equaliser coefficients, it is easily
verified that the resulting equaliser coefficients g`i,n = [(g`i,n)0 . . . (g

`
i,n)Mr−1]T

are given by
g`i,n =

(
(D`

i,n)−1C`
i,n

)∗
(2.51)

where D`
i,n is a matrix of order (Mr×Mr) and C`

i,n is a vector of order (Mr×1),
given by

(D`
i,n)k,k′ =

Nu∑

`′=1

+∞∑

i′=−∞
E
[
(B`

2,i,n)k(A`,`′

i,i′Ra`′(A
`,`′

i,i′ )
†)k,k′(B

`
2,i,n)†k′

]

+ E
[
(B`

2,i,n)k(RW)k,k′(B
`
2,i,n)†k′

]
(2.52)

(C`
i,n)k = Es,`,nE

[
(B`

2,i,n)k(A`,`′

i,i′ )k,n

]

In (2.52), the matrices (Ra`)n,n′ = E[a`i,n(a`i,n′)
∗] = Es,`,nδn,n′ and RW =

E[W`
i,n(W`

i,n)†] are the autocorrelation matrices of the data symbols a`i,n of user

` and the noise disturbance W`
i,n, respectively. Note that D`

i,n is a Hermitian

matrix, i.e., (D`
i,n)† = D`

i,n. The MMSE equaliser coefficients (2.51) depend on
the user index `, the block index i and the symbol index n. In many cases of
practical interest, the dependency of (2.51) on one or more indices disappears,
because the random variables in (2.52) are stationary with respect to the block
index i and/or the symbol index n. In the following chapters, the coefficients of
the MMSE equaliser will be computed using the equation (2.51).

In a practical receiver, the equaliser coefficients (2.51) can not be imple-
mented, because the expectations contained in (2.52) are not a priori known.
Fortunately, there exist various practical algorithms (least mean-square (LMS),
recursive least-square (RLS), ...) [Pro95], [Van99] that yield equaliser coef-
ficients that approximate the MMSE equaliser coefficients (2.51). Basically,
in these practical algorithms the expectation in (2.52) are replaced by time-
averages. Because of this time-averaging, the equaliser is able to track only
those parameters that are slowly varying within the time interval over which
the averaging is performed. Hence, the expectations in (2.52) are with respect



40 CHAPTER 2. A GENERIC MODEL

to the parameters that vary rapidly within the averaging interval. Taking into
account that the average is taken over many blocks, the equaliser is able to track
the channel transfer function (unless it is rapidly varying), and a phase and fre-
quency offset of the carrier oscillator and the sampling clock at the receiver; the
average in (2.52) is with respect to the noise, spreading sequences, carrier phase
jitter and timing jitter.

2.6 The Signal-to-Noise Ratio

We consider a performance measure that is defined in terms of the samples zi,m
at the input of the decision device, i.e., the signal-to-noise ratio (SNR). We show
that a suitably defined SNR is directly related to the bit error rate (BER).

The quality of a digital communication system is often measured by the
bit error rate (BER), which is defined as the ratio of the average number of
erroneous detected bits to the total number of transmitted bits:

BER =
average number of incorrectly detected bits

total number of transmitted bits
(2.53)

When the constellation contains M different points, each data symbol represents
log2M bits. Furthermore, the probability of a bit error depends on the decision
rule. In this work, the memoryless minimum-distance detector is used, i.e., the
detector selects the symbol in the alphabet that is closest in Euclidean distance
to the sample z`i,n (2.50) at the input of the decision device, i.e.,

â`i,n = arg min
â
|z`i,n − â|2 (2.54)

Because of the presence of additive noise and interference, an incorrect decision
can be made by the receiver, resulting in one or more incorrect bits.

Regardless of the type of linear digital modulation, each sample z`i,n (2.50)
at the input of the decision device can be viewed as the sum of the following
contributions.

• A linear combination of all data symbols ai,` from the considered user. It
can be further decomposed into the sum of a useful component a`i,ns

`
i,n

(that contains the data symbol to be detected) and an ISI term ISI `i,n
(that contains all other data symbols from the considered user).

• A linear combination of all data symbols from all other users. This MUI
contribution to z`i,n is denoted MUI`i,n. In (2.50) we observe that this
term has a similar structure as the contribution from the symbols ai,`.

• A linear transformation of the AWGN wLP (t). This noise contribution to
z`i,n is denoted as n`i,n = (b`i,n)Twi,` (see (2.48) and (2.49)).
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Combining the contributions ISI`i,n and MUI`i,n into the interference term

Int`i,n, z`i,n can be represented as

z`i,n = a`i,ns
`
i,n + Int`i,n + n`i,n (2.55)

The coefficients of the linear combinations of all data symbols and the noise
involved in z`i,n must in general be considered as random, because of the pres-
ence of random synchronisation errors and random components (e.g., random
spreading sequences) of the matrices Ttr,i,` (at the transmitter, figure 2.1) and
the vector b`i,n (2.48) (at the receiver, figure 2.21). These random quantities
are independent of the data symbols and the noise wLP (t).

When conditioning on b`i,n, it follows from (2.49) that n`i,n is a zero-mean
complex-valued Gaussian random variable with statistically independent real
and imaginary parts, with

E
[(
Re[n`i,n]

)2 ∣∣b`i,n
]

= E
[(
Im[n`i,n]

)2 ∣∣b`i,n
]

=
N0

2
(σ`i,n)2 (2.56)

where

(σ`i,n)2 = (b`i,n)†b`i,n (2.57)

In (2.56) the averaging is done over the random contributions from the noise
wLP (t) (see figure 2.5). In the following, we will replace n`i,n by the statistically

equivalent random variable W `
i,nσ

`
i,n, where W `

i,n is a zero-mean complex-valued
Gaussian random variable with statistically independent real and imaginary
parts, each having a variance equal to N0/2. In this way, the effects of the noise
wLP (t) and of the additional random variables are contained in W `

i,n and σ`i,n,
respectively. Furthermore, we decompose the contribution of the considered
data symbol s`i,n (2.55) into an average useful component E[s`i,n] and a zero-

mean fluctuation ∆s`i,n = s`i,n − E[s`i,n], the self-interference. This yields

z`i,n = a`i,nE[s`i,n] + a`i,n∆s`i,n + Int`i,n +W `
i,nσ

`
i,n (2.58)

We define the instantaneous signal-to-noise ratio (SNR) as the ratio of the
power of the average useful component to the sum of the powers of the addi-
tive noise, the self-interference, the multiuser interference and the intersymbol
interference. This yields

SNR`i,n =
Es,n,`|E[s`i,n]|2

N0E[(σ`i,n)2] + Es,n,`E[|∆s`i,n|2] + E[|Int`i,n|2]
(2.59)

where Es,n,` = E[|a`i,n|2]. In the case of a non-ideal channel or in the presence
of synchronisation errors, the SNR will be degraded as compared to the case of
an ideal channel and in the absence of synchronisation errors. To compare the
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quality of the different systems that will be considered in this work, the SNR
(2.59) and its degradation are used.

In appendix A, we show that when the sample z`i,n conditioned on a`i,n
can be modelled as a Gaussian variable, the SNR (2.59) is directly related
to the bit error rate (BER) for QPSK (i.e., the constellation alphabet is
{exp(jπ/2), exp(j3π/2), exp(−j3π/2), exp(−jπ/2)}):

BER`i,n = Q
(√

SNR`i,n

)
(2.60)

where Q(x) denotes the complementary error function:

Q(x) =

∫ +∞

x

1√
2π
e−

z2

2 dz (2.61)

The assumption that the sample z`i,n conditioned on a`i,n can be modelled as a
Gaussian variable holds within a good approximation when

• the quantity σ`i,n is non-random

• the interference contribution Int`i,n and the self-interference contribution

∆s`i,n are small as compared to the noise contribution n`i,n

For the communication systems to be considered in this work, the quantity σ`i,n
turns out to be non-random when the channel is not time-varying. Further-
more, as only small degradations of the system performance can be tolerated,
the contributions of the interference and the self-interference must be small as
compared to the noise contribution. Therefore, the disturbance of the average
useful component is dominated by the noise contribution, which can be mod-
elled as a Gaussian variable. In this case, the relation between the BER and the
SNR (2.60) holds within a good approximation. Note that, when the samples
z`i,n conditioned on a`i,n can not be modelled as a Gaussian variable, e.g., for a

fading channel (where the quantity σ`i,n is a random variable) or when the in-
terference is large as compared to the noise, the SNR (2.59) still can be defined
as a performance measure. However, in this case, the relation (2.60) between
the SNR and the BER does not hold.

The BER (2.60) and the SNR (2.59) still contain the indices i, n and `,
which indicates that the performance in principle depends on the block index
i, the symbol index n within a block and the user index `. However, in many
cases of practical interest, the dependency on one or more indices disappears,
because the random variables contained in s`i,n, Int`i,n and σ`i,n are stationary
with respect to i and/or n, and their distribution does not depend on the user
index `. If this stationarity with respect to i and/or n does not hold, a meaning-
ful SNR which does not longer depend on i and n is obtained by averaging the
denominator and the numerator in (2.59) over i and n. For the communication
systems to be considered in this work, SNR`i,n turns out to be independent of
i when the channel is not time-varying.



Chapter 3

Conventional Single Carrier
Communication

3.1 Introduction

In this work, we investigate the effect of synchronisation errors on multicar-
rier systems. These synchronisation errors, in general, introduce a performance
degradation. For the sake of comparison, we introduce two single carrier ref-
erence systems whose performance degradation caused by the synchronisation
errors are used as a reference in the comparison with the considered multicarrier
systems. The single carrier reference systems we consider are a conventional sin-
gle carrier communication system and a single carrier direct-sequence CDMA
system. In these reference systems, the data is transmitted over an additive
white Gaussian noise (AWGN) channel [Mey98], [Fra80]. In this chapter, we
present the conventional single carrier communication system. The single car-
rier DS-CDMA system is discussed in the next chapter.

In the conventional single carrier communication system, the data symbols,
originating from a single user, are transmitted sequentially. During each symbol
interval, the frequency spectrum of each data symbol may occupy the whole
available system bandwidth. Furthermore, we consider the case of the transmit
and receiver filter being square-root Nyquist filters with respect to the symbol
interval. This implies that no intersymbol interference (ISI), i.e., interference
between data symbols transmitted during other symbol intervals, occurs in the
absence of synchronisation errors. The presence of synchronisation errors in
generally introduces ISI and/or an attenuation of the useful component, which
results in a reduction of the system performance.

In this chapter, the sensitivity of the conventional single carrier communica-
tion system to synchronisation errors is investigated. In section 3.2, the conven-
tional single carrier communication system is defined. We separately consider

43
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the effect of the carrier phase errors and the timing errors on the conventional
single carrier communication system in section 3.3. The conclusions are drawn
in section 3.4.

3.2 The Conventional Single Carrier Communi-
cation System

The conceptual block diagram of the conventional single carrier communication
system is shown in figure 3.1. The sequence of data symbols {ak}, where ak is
the kth transmitted data symbol, is transmitted at a rate Rs = 1/T . Hence,
the transmitter matrix Ttr (2.1) is a scalar and equals Ttr,k = 1. To convert
the sequence of data symbols into a continuous-time signal, the sequence is
multiplied with the transmit clock signal and applied to the transmit filter p(t)
with transfer function P (f), which is a square-root Nyquist filter with respect
to the symbol interval T , resulting in the continuous-time signal s(t)

s(t) =

+∞∑

k=−∞
akp(t− kT − τc) (3.1)

where τc represents the transmit clock phase. The signal s(t) is transmitted
over an AWGN channel, i.e., the signal is transmitted over an ideal channel
(Hch(f ; t) = 1) and is disturbed by AWGN wLP (t), whose independent real and
imaginary parts have the same power spectral density (psd) N0/2. Furthermore,

the signal is disturbed by the carrier phase difference θc − θ̂r(t), where θc is

the carrier phase at the transmitter and θ̂r(t) (2.10) is the estimated optimum
carrier phase of the receiver carrier oscillator. In the case of the ideal channel,
the optimum carrier phase θr(t) at the receiver equals the carrier phase θc at
the transmitter. Hence, the carrier phase error φ(t) (2.11) equals the carrier

phase difference: φ(t) = θc − θ̂r(t). The resulting signal r(t) enters the receiver
filter, which is matched to the transmit filter and is sampled at the instants
t̂k = tk + εkT , where tk = kT + τc are the optimum sampling instants and εk is
the normalised timing error at the instant tk. Assuming the carrier phase error
slowly varies as compared to the duration of the receiver filter impulse response,
the received discrete-time samples vk yield

vk =
+∞∑

k=−∞
ak′heq(tk − tk′ ; tk) + wk (3.2)

where wk is the matched filter output noise value at the instant t̂k and heq(t; tk)
is the equivalent time-varying filter that includes the synchronisation errors, as
defined in section 2.3.1. The Fourier transform of heq(t; tk) with respect to the
variable t is given by

Heq(f ; tk) = |P (f)|2ejφ(tk)ej2πfεkT (3.3)
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Figure 3.1: Conceptual block diagram of the conventional single carrier com-
munication system

The time-domain sample vk is fed to a one-tap equaliser with coefficient gk,
that scales and rotates the sample vk, and applied to the decision device in
order to detect the data symbol ak. Hence, the linear transformation bk (2.5)
at the receiver is a scalar: bk = gk. The equaliser is implemented as an MMSE
equaliser and is computed using (2.51). The samples at the input of the decision
device can be decomposed as follows:

zk = akIk,k +
+∞∑

k′=−∞;k′ 6=k
ak′Ik,k′ +Wk (3.4)

where Wk is a zero-mean complex-valued additive Gaussian noise term and

Ik,k′ = gkheq(tk − tk′ ; tk) (3.5)

The decision device selects the data symbol in the alphabet that is the closest
in Euclidean distance to the sample zk. In (3.4), the first contribution is the
useful component. When the synchronisation errors can be modelled as random
processes, the useful component can be further decomposed into an average
useful component E[Ik,k] and a zero-mean fluctuation Ik,k − E[Ik,k], the self-
interference (SI). The second contribution in (3.4) (k′ 6= k) is the intersymbol
interference (ISI), originating from data symbols transmitted during other in-
stants. The last contribution is the additive noise. The variance of the additive
noise is given by

E[|Wk|2] = N0|gk|2 ∆
= N0σ

2
k (3.6)

To express the performance of the conventional single carrier communication
system, we consider the signal-to-noise ratio (SNR) (2.59), which is the ratio of
the power of the average useful component PU,k to the sum of the powers of the
self-interference PSI,k, the intersymbol interference PISI,k and the noise. This
yields

SNRk =
EsPU,k

N0σ2
k + Es(PSI,k + PISI,k)

(3.7)
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where Es = E[|ak|2] is the energy per symbol and

PU,k = |E[Ik,k]|2
PSI,k = E[|Ik,k − E[Ik,k]|2] (3.8)

PISIk =
+∞∑

k′=−∞;k′ 6=k
E[|Ik,k′ |2] (3.9)

As we observe from (3.7), the SNR depends on the symbol index k.

In the absence of synchronisation errors, the receiver filter output samples
are given by (see (2.6))

vk = ak + wk (3.10)

where the noise contribution wk is Gaussian with E[wkw
∗
k′ ] = N0δk,k′ , and ak is

the transmitted data symbol. Note that vk contains the data symbol ak, but no
other data symbols: because of the non-dispersive channel, no ISI occurs. The
one-tap equaliser operating on vk has coefficient gk given by gk = Es/(Es+N0);
note that gk does not depend on the symbol index. Taking into account that
Es = E[|ak|2], the resulting SNR (3.7) is independent of the symbol index k
and yields

SNR(0) =
Es
N0

(3.11)

The presence of synchronisation errors, in general, causes a reduction of the SNR
as compared to the case of no synchronisation errors. The degradation of the
SNR as compared to SNR(0) (expressed in dB), caused by the synchronisation
errors, is given by

Degk = −10 log

(
PU,k

σ2
k + Es

N0
(PSI,k + PISI,k)

)
(3.12)

3.3 Effect of Synchronisation Errors

In this section, we investigate the influence of synchronisation errors on the
performance of the conventional single carrier communication system. In sec-
tion 2.2, the synchronisation errors are classified in two categories: the carrier
phase errors and the timing errors. In the literature, the effect of the following
synchronisation errors on the conventional single carrier communication system
have been studied. The influence of a carrier frequency offset has been studied in
[Pol96]. In [Pol98] and [Pol95], the sensitivity of the conventional single carrier
communication system to carrier phase jitter is investigated. The influence of
random carrier phase and timing errors is studied in [Buc95]. In [Moe99a], the
effect of a constant timing offset is presented. The sensitivity of a conventional
single carrier communication system to timing jitter is investigated in [Buc93].
In the following, we separately consider the effect of the carrier phase errors and
the timing errors.
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Figure 3.2: Influence of a constant phase rotation on the samples at the input
of the decision device, gk = 1

3.3.1 Carrier Phase Errors

In this section, the effect of the carrier phase errors on the performance of the
conventional single carrier communication system is investigated in the absence
of timing errors (εk = 0). In this case, the quantities Ik,k′ (3.5) reduce to

Ik,k′ = gke
jφ(tk)δk,k′ (3.13)

As we observe in (3.13), the carrier phase errors do not cause intersymbol in-
terference, but only introduce a phase rotation of the useful component. In the
following, we separately consider the cases of a constant phase offset, a carrier
frequency offset and carrier phase jitter.

Constant Phase Offset

In the case of a constant phase mismatch between the carrier oscillators at
the transmitter and the receiver, a constant phase offset φ(t) = φ is intro-
duced. This constant phase offset gives rise to a rotation over an angle φ of
the discrete-time samples vk (3.2) at the receiver, but introduces no intersym-
bol interference. Hence, in the absence of an equaliser (gk = 1), the constant
phase offset yields a rotation of the samples at the input of the decision device,
as shown in figure 3.2. To compensate for the reduction of the noise margins
caused by the constant phase offset, the equaliser introduces a rotation over (an
estimate of) the angle −φ. Hence, the MMSE equaliser has equaliser coefficients
(gMMSE)k = C exp(−jφ), where

C =

√
Es

N0 + Es
(3.14)

is the MMSE equaliser coefficient in the case of a zero phase offset. The MMSE
equaliser coefficients in the case of the constant phase offset are independent
of the symbol index k. Taking into account that a phase rotation of the sam-
ples at the input of the decision device has no influence on the noise power
level, the constant phase offset is compensated by the equaliser without loss of
performance.
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Figure 3.3: Carrier frequency offset, gk = 1,∆FT = 2.10−3

Carrier Frequency Offset

In the case of a carrier frequency offset ∆F between the carrier oscillators at the
transmitter and the receiver, the carrier phase error linearly increases in time:
φ(t) = 2π∆Ft+φ(0). In section 2.3.2, it is mentioned that the effect of the car-
rier frequency offset is twofold. First it causes a rotation at a constant speed of
2π∆F rad/s of the receiver filter output samples vk. Further, the frequency shift
of the downconverted signal causes signal distortion and power loss, resulting
in an attenuation of the useful component and intersymbol interference.

Following the analysis described in section 2.3.1, where we have neglected
the attenuation of the useful component and the ISI caused by the frequency
shift, it is clear that the carrier frequency offset introduces no ISI but only
gives rise to a pure phase rotation at a speed of 2π∆FT rad/symbol of the
samples at the input of the decision device, as shown in the scatter diagram in
figure 3.3. Assuming the receiver can estimate the carrier frequency offset, the
equaliser is able to compensate for the systematic phase rotation of the useful
component, i.e., (gMMSE)k = C exp(−j(2π∆FT + φ(0))), where C is defined
in (3.14). Hence, if we neglect the effect of the frequency shift, the performance
of the conventional single carrier communication system is not degraded in the
presence of a carrier frequency offset, as a pure phase rotation of the samples
at the input of the decision device has no influence on the noise variance.

In the following, we take into account the effect of the frequency shift of
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Figure 3.4: Influence of the carrier frequency offset on the reduction of the power
of the average useful component (1− PU ) and the ISI power PISI

the downconverted signal. We assume that the equaliser compensates for the
systematic phase rotation of the samples at the input of the decision device. In
this case, the quantities Ik,k′ (3.5) yield

Ik,k′ =

∫ +∞

−∞
P (f)P ∗(f + ∆F )ej2π(k−k′)fT df (3.15)

In the case of the transmit and the receiver filter being square-root raised-
cosine filters with rolloff α (see appendix B), it can be verified that the useful
component Ik,k reduces for |∆F |T ≤ α ≤ 0.5 to

Ik,k = (1− α− |∆F |T ) +
4α

π
sin

π|∆F |T
2α

+ (α− |∆F |T ) cos
π|∆F |T

2α
(3.16)

For small ∆FT , this reduces to

Ik,k ≈ 1− (π|∆F |T )2

8α
(3.17)

Hence, the useful component is attenuated by the factor |Ik,k| < 1. This yields
a reduction of the power of the average useful component PU (3.8), i.e.,

1− PU ≈
(π|∆F |T )2

4α
(3.18)

The power of the ISI (3.8) becomes

PISI =
+∞∑

n=−∞;n6=0

∣∣∣∣∣

∫ +∞

−∞
P (f)P ∗(f + ∆F )ej2πnfT df

∣∣∣∣∣

2

(3.19)
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Figure 3.5: Degradation caused by the reduction of the power of the average use-
ful component only and the degradation caused by the reduction of the average
useful component and the ISI, SNR(0) = 20 dB

Considering the reduction of the useful component and the presence of ISI, the
conventional single carrier communication system is degraded in the presence
of a carrier frequency error as compared to the case of a zero carrier frequency
offset. As the useful component Ik,k (3.17), the intersymbol interference power
(3.18) and the magnitude of (gMMSE)k, hence the noise power (3.6), are inde-
pendent of the symbol index k, the performance degradation (3.12) is indepen-
dent of the symbol index.

In figure 3.4, the reduction of the power of the average useful component
(1 − PU ) (3.18) and the ISI power (3.19) are shown as function of the carrier
frequency offset. As we observe, the reduction of the power of the average
useful component (1 − PU ) is proportional to (∆FT )2, while the ISI power is
proportional to (∆FT )4. The degradation caused by the reduction of the power
of the average useful component only and the degradation caused by both the
reduction of the power of the average useful component and the ISI are shown
in figure 3.5, for SNR(0)=20 dB. As we observe in figures 3.4 and 3.5, the influ-
ence of the ISI is negligible for carrier frequency offsets of practical interest, i.e.,
∆FT � 1. Hence, the degradation of the conventional single carrier communi-
cation system performance is essentially caused by the attenuation of the useful
component. Furthermore, we observe in figure 3.5 that, when the carrier fre-
quency offset is small as compared to the system bandwidth, i.e., for ∆FT � 1,
this performance degradation is very small.
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Carrier Phase Jitter

When a carrier synchronisation mechanism is used to estimate the optimum
carrier phase θr(t) at the receiver, we can get rid of a constant phase offset
and a carrier frequency offset. The resulting phase jitter can be modelled as a
zero-mean stationary random process with jitter power spectral density Sφ(f)
and jitter variance σ2

φ. Assuming the carrier phase jitter is slowly varying as
compared to T , the bandwidth fB of the jitter spectrum satisfies fBT � 1.
Considering (3.13), the carrier phase jitter does not introduce intersymbol in-
terference, but only gives rise to a random phase rotation of the useful com-
ponent. Hence, the carrier phase jitter introduces self-interference. For small
jitter variances σ2

φ � 1, the approximation exp(jφ(t)) ≈ 1 + jφ(t) can be used.
In this case, the quantities Ik,k′ (3.13) can be approximated by

Ik,k′ = gk(1 + jφ(tk))δk,k′ (3.20)

When the carrier phase jitter rapidly varies as compared to the averaging time
of the MMSE equaliser, the equaliser is not able to track the variations caused
by the carrier phase jitter. The equaliser averages in the time over the variations
caused by the carrier phase jitter. As for small jitter variances, the time average
of exp(jφ(t)) can be approximated by E[exp(jφ(t))] ≈ E[1 + jφ(t)] = 1, the
MMSE equaliser is essentially the same as in the absence of carrier phase errors,
i.e., (gMMSE)k = C, where C is defined in (3.14). In this case, the powers of the
average useful component, the self-interference (3.8) and the noise (3.6) yield

PU = |C|2
PSI = |C|2σ2

φ (3.21)

E[|Wk|2] = N0|C|2

where the jitter variance σ2
φ is given by

σ2
φ =

∫ +∞

−∞
Sφ(f)df (3.22)

From (3.21) it follows that the self-interference power is independent of the
spectral contents of the jitter but only depends on the jitter variance. The
degradation (3.12) of the SNR as compared to SNR(0) (3.11), caused by the
carrier phase jitter, does not depend on the symbol index k, but only depends
on the jitter variance and is given by

Deg = 10 log

(
1 +

Es
N0

σ2
φ

)
(3.23)

In figure 3.6, the degradation (3.23) is shown as a function of the jitter
variance. As we observe, the degradation is small for small jitter variances.
We have simulated the conventional single carrier communication system in the
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Figure 3.6: Carrier phase jitter

Table 3.1: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
5E-3 5.094E-3

absence of additive noise (N0 = 0), for QPSK modulation and a jitter variance
of σ2

φ = 5.10−3 rad2. The resulting scatter diagram is shown in figure 3.7. As
expected, the scatter diagram shows an angular displacement of the samples at
the input of the decision device. In table 3.1, the mean square deviation of the
samples at the input device is shown for the simulations of the scatter diagram
of figure 3.7. As we observe, the simulation result and the theoretical result well
correspond.

3.3.2 Timing Errors

In this section, the sensitivity of the conventional single carrier communication
system to timing errors is investigated in the absence of carrier phase errors
(φ(t) = 0). In this case, the quantities Ik,k′ (3.5) are given by

Ik,k′ = gkh((k − k′ + εk)T ) (3.24)

where h(t) is the impulse response of the cascade of the transmit filter and the
receiver filter. Its Fourier transform is H(f) = |P (f)|2 . From (3.24) it follows
that a timing error introduces intersymbol interference (Ik,k′ 6= 0 for k′ 6= k).
Let us consider the effect of the ISI on the continuous-time signal v(t) at the
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Figure 3.7: Carrier phase jitter, fB = 0.01/T, σ2
φ = 5.10−3 rad2

output of the receiver filter in the absence of additive noise:

v(t) =

+∞∑

k=−∞
akh(t− kT − τc) (3.25)

The eye diagram [Moe99a] displays v(t) for all possible data sequences {ak}
during the time interval t − τc ∈ [−T, T ]. Figure 3.8 shows the eye diagram in
the case of BPSK modulation and the transmit filter being a square-root raised-
cosine filter with rolloff α = 0.3. As the transmit filter and the receiver filter are
square-root Nyquist filters, no intersymbol interference occurs when the signal
v(t) is sampled at the ideal sampling instants, i.e., εk = 0. Note that this also
can be observed in the eye diagram. For εk 6= 0, intersymbol interference is
introduced. Let us define the noise margin M(εk) as the vertical eye opening in
the eye diagram:

M(εk) = |h(εkT )| −max
{ak}

∣∣∣∣∣
+∞∑

m=−∞;m6=0

ak−mh((m+ εk)T )

∣∣∣∣∣ (3.26)

To avoid decision errors in the absence of noise, the maximum amplitude of
the ISI should be smaller than the amplitude of the useful component, i.e.,
M(εk) > 0. As we observe in the eye diagram, the noise margin M(εk) is
reduced as compared to the noise margin in the absence of timing errors M(0).
When M(εk) < 0, a decision error surely occurs for the sequence {ak} yielding
the maximum amplitude of the ISI: the eye is closed at the considered instant.
Hence, timing errors corresponding with M(εk) < 0 must be avoided. For
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Figure 3.8: Eye diagram for a raised-cosine filter, α = 0.3

M(εk) > 0, i.e., when the eye is open, no decision error occurs if the magnitude
of the noise is smaller than the noise margin. Hence, as a timing error introduces
ISI, which results in a reduction of the noise margin, the performance of the
conventional single carrier communication system is degraded. In the following,
we consider the effect of a constant timing offset, a clock frequency offset and
timing jitter.

Constant Timing Offset

In the case of a constant mismatch between the estimated and the ideal timing
instants, a constant timing offset εk = ε occurs. The quantities Ik,k′ (3.24)
reduce to

Ik,k′ = gkh((k − k′ + ε)T ) (3.27)

The equaliser that minimises the MSE does not depend on the symbol index k,
but depends on the constant timing error ε

(gMMSE)k =

√
Esh

∗(εT )

N0 + Es
∑+∞
n=−∞ |h((n+ ε)T )|2

∆
= Cε (3.28)

As the timing error is non-random, no self-interference is introduced. The pow-
ers of the average useful component, the intersymbol interference (3.8) and the
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noise (3.6) yield

PU = |Cε|2|h(εT )|2

PISI = |Cε|2
+∞∑

n=−∞;n6=0

|h((n+ ε)T )|2

= |Cε|2
(

1

T

+∞∑

n=−∞
ej2πεn

∫ +∞

−∞
H(f)H

(
f +

n

T

)
df − |h(εT )|2

)

E[|Wk|2] = N0|Cε|2 (3.29)

We observe in (3.29) that the power of the average useful component, the inter-
symbol interference and the noise are independent of the symbol index k. Con-
sidering the case of the transmit filter and the receiver filter being square-root
raised-cosine filters with rolloff α (see appendix B), the power of the intersymbol
interference yields

PISI = |Cε|2
(

1− α

4
(1− cos 2πε)− |h(εT )|2

)
(3.30)

The degradation (3.12) of the SNR as compared to the case of a zero timing
offset is given by

Deg = −10 log |h(εT )|2 + 10 log

(
1 +

Es
N0

(
1− α

4
(1− cos 2πε)− |h(εT )|2

))

(3.31)
The degradation (3.31) is independent of the symbol index k. When the timing
error is small (ε � 1), we can approximate h(εT ) and cos 2πε by a truncated
Taylor series expansion about ε = 0:

h(εT ) ≈ h(0) + εTh′(0) +
(εT )2

2
h′′(0)

cos 2πε ≈ 1− (2πε)2

2
(3.32)

where h′(0) and h′′(0) are the first order and second order derivative of h(t) at
the instant t = 0, respectively. Considering the results of appendix B, we can
approximate the degradation (3.31) of the SNR by

Deg ≈ −10 log(1− ε2A(α)) + 10 log

(
1 +

Es
N0

ε2B(α)

)
(3.33)

where

A(α) =
π2

3
+ α2(π2 − 8)

B(α) = A(α)− απ2

2
(3.34)
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Figure 3.9: Constant timing offset, SNR(0) = 20 dB

In figure 3.9, the degradation (3.33) is shown as function of the timing error.
Furthermore, the degradation caused by the ISI only is also shown in figure
3.9. As we observe, the effect of the reduction of the useful component can be
neglected as compared to the effect of the ISI. Hence, the degradation can be
approximated by

Deg ≈ 10 log

(
1 +

Es
N0

ε2B(α)

)
(3.35)

The quantity B(α) (3.33) monotonically decreases for increasing α (0 ≤ α ≤ 1),
thus the degradation decreases for increasing rolloff, as we observe in the figure.
As expected, the degradation is essentially proportional to ε2 for small ε.

Clock Frequency Offset

In the case of a clock frequency offset ∆T/T , the timing error linearly increases
with time: εk = k∆T/T + ε0. Hence, an increasing misalignment between
the transmitted data symbols ak and the received samples vk is introduced.
This increasing misalignment can not be tolerated. To compensate for this
increasing misalignment, the following coarse synchronisation algorithm could
be used. The detection of the symbol ak is based upon the sample vk′ , for
which the sampling instant t̂k′ is closest to the ideal sampling instant tk. This
coarse synchronisation requires that at regular intervals, samples are duplicated
(∆T > 0) or removed (∆T < 0), as shown in figure 3.10. The average rate
of samples used for detection is equal to the symbol rate 1/T . The resulting
relative timing error ε̃k = (t̂k′ − tk)/T varies over an interval [−0.5, 0.5]. For
small clock frequency offsets, i.e., when the resulting timing error slowly varies



3.3. EFFECT OF SYNCHRONISATION ERRORS 57

sample removed

ak-1 ak+1ak ak+2 ak+3

vk-1 vk+1vk vk+2 vk+3X

sample duplicated

DT>0

DT<0

ak-1 ak+1ak ak+2 ak+3

vk-1 vk+1vk
vk+2

vk+3

t

t

t

t

Figure 3.10: Coarse synchronisation algorithm
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reference
signal

generator

ê

Figure 3.11: Feedback synchroniser structure

as compared to the averaging time of the equaliser, the equaliser is able to track
the variation of the timing error. In this case, a similar analysis can be made
as for the constant timing offset. The degradation of the SNR caused by the
residual timing error slowly varies with the symbol index k. The instantaneous
degradation can be defined as (3.34), where ε is replaced by the residual timing
error ε̃k. As we observe in figure 3.9, the degradation is maximum for |ε̃k| = 0.5.
In this worst case, the degradation is of the order of 20 dB. This implies that,
even when a coarse synchronisation algorithm is used to compensate for the
increasing misalignment, the conventional single carrier communication system
is strongly degraded by a clock frequency offset.

To get rid of a clock frequency offset, two methods can be used [Mey98],
[Fra80], [Gar93], [Eru93]. In the first method, the synchronisation structure
adjusts the timing phase of the receiver clock such that the resulting average
sampling rate at the receiver exactly equals the clock frequency at the transmit-
ter [Mey98], [Fra80]. Figure 3.11 shows the structure of a feedback synchroniser.
The timing error detector, that estimates the timing error from the received sig-
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Figure 3.12: Feedback interpolation structure

nal, consists of a non-linear operation whose output yields an indication of the
amplitude and the sign of the timing error. A filtered version of the timing error
detector output is used to adjust the timing estimate ε̂. The timing estimate ε̂
is applied to a reference signal generator, whose output r(t; ε̂) controls the sam-
pling operation of v(t). The synchroniser can also make use of a feedforward
structure to extract the timing information.

In the second method, interpolation is used (see figure 3.12) [Mey98],
[Gar93], [Eru93]. The receiver samples the incoming signal v(t) by means of
a free-running clock at a fixed rate 1/Ts. This sampling rate has to be selected
such that no aliasing of the signal occurs. Typically, the sampling rate 1/Ts
is at least twice the symbol rate 1/T . As in general the receiver clock is not
synchronised to the transmitter clock, the two rates are incommensurate. The
samples v(mTs) at a rate 1/Ts are fed to the interpolator, which computes the
interpolants v(kT ). In a feedback structure, the timing error is measured by
the timing error detector, of which the output is filtered and applied to the
controller that controls the computations in the interpolator. The interpolator
can also be implemented using a feedforward structure to extract the timing
information.

Timing Jitter

When a timing synchronisation algorithm, that eliminates a constant timing
offset and a clock frequency offset (based on the adjustment of the timing phase
of the sampling clock or interpolation, as mentioned in the previous section)
is used to extract the samples vk, the resulting timing error can be mod-
elled as a zero-mean stationary random process with power spectral density
Sε(exp(j2πfT )) and jitter variance σ2

ε . When the timing jitter rapidly varies
as compared to the averaging time of the MMSE equaliser, the equaliser is not
able to track the variations caused by the timing jitter. The equaliser averages
in the time over the variations caused by the timing jitter. For small jitter
variances, σ2

ε � 1, the time average of h((n + εk)T ) can be approximated by
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E[h((n + εk)T )] ≈ E[h(nT ) + εkTh
′(nT )] = h(nT ), where h′(t) is the first or-

der derivative of h(t). Hence, the MMSE equaliser is essentially the same as
in the absence of timing errors, i.e., gk ≈ C where C is defined in (3.14). As
the jitter is a random process, the jitter introduces, in addition to intersymbol
interference, self-interference. The powers of the average useful component, the
self-interference, the intersymbol interference (3.8) and the noise (3.6) are given
by

PU = |C|2|E[h(εkT )]|2
PSI = |C|2E[h(εkT )− |E[h(εkT )]|2]

PISI = |C|2
+∞∑

n=−∞;n6=0

E[h((n+ εk)T )|2]

= |C|2
(

1

T

+∞∑

n=−∞
E[ej2πεkn]

∫ +∞

−∞
H(f)H

(
f +

n

T

)
df

−E[|h(εkT )|2]

)

E[|Wk|2] = N0|C|2 (3.36)

For small jitter variances, we can approximate h((n + εk)T ) and exp(j2πnεk)
by a truncated Taylor series expansion

h((n+ εk)T ) ≈ h(nT ) + Th′(nT ) +
(εkT )2

2
h′′(nT )

ej2πnεk ≈ 1 + j2πnεk −
1

2
(2πnεk)2 (3.37)

For the case of square-root raised-cosine filters, the powers of the average
useful component, the self-interference and the intersymbol interference (3.36)
can be approximated by

PU ≈ |C|2(1− σ2
εA(α))

PSI ≈ 0

PISI ≈ |C|2σ2
εB(α) (3.38)

where A(α) and B(α) are defined in (3.34) and the jitter variance is given by

σ2
ε =

∫ +1/2T

−1/2T

Sε(e
j2πfT )df (3.39)

The power of the self-interference is negligible as compared to the ISI power
and the reduction of the average useful component, as this term is proportional
to σ4

ε . Hence, the degradation (3.12) as compared to SNR(0) (3.11) caused by
the timing jitter yields

Deg ≈ −10 log(1− σ2
εA(α)) + 10 log

(
1 +

Es
N0

σ2
εB(α)

)
(3.40)
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Figure 3.13: Timing jitter, SNR(0) = 20 dB

The degradation (3.40) is independent of the symbol index k. As we observe
in (3.33) and (3.40), the sensitivity of the conventional single carrier communi-
cation system to a constant timing offset ε and timing jitter is essentially the
same, when the jitter variance equals ε2. Similarly as for a constant timing
offset, it can be verified that the effect of reduction of the useful component can
be neglected as compared to the effect of the ISI. Hence, the degradation can
be approximated by

Deg ≈ 10 log

(
1 +

Es
N0

σ2
εB(α)

)
(3.41)

In figure 3.13, the degradation (3.41) is shown as function of the jitter variance.
The degradation decreases for increasing rolloff, as B(α) decreases for increasing
α (0 ≤ α ≤ 1). Furthermore, for small jitter variances, the degradation is
essentially proportional to the jitter variance σ2

ε .

3.4 Conclusions and Remarks

In this chapter, we have defined a reference system, consisting of a single carrier
system where a single user transmits data symbols sequentially. The conven-
tional single carrier communication system is used in this work as a reference in
the comparison of the different considered multicarrier systems. We have inves-
tigated the sensitivity of the conventional single carrier communication system
to synchronisation errors.
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A constant carrier phase offset can be compensated without loss of perfor-
mance. The sensitivity of the conventional single carrier communication system
to a carrier frequency offset is entirely caused by the effect of the frequency shift
of the transmitted signal, as the systematic phase rotation of the samples at the
input of the decision device can be compensated without loss of performance.
This frequency shift causes mainly a reduction of the useful component and the
degradation depends on the product ∆FT . The degradation is small when the
frequency offset is small as compared to the system bandwidth. The carrier
phase jitter causes a degradation that is independent of the spectral contents of
the jitter, but only depends on the jitter variance.

Timing errors degrade the system performance of the conventional single
carrier communication system. A constant timing offset introduces ISI and a
reduction of the useful component. For small timing offsets, the effect of the
reduction of the useful component is negligible as compared to the effect of the
ISI, and the resulting degradation is proportional to the square of the timing
offset. A clock frequency offset introduces an increasing misalignment between
the transmitted data symbols and the received samples. As this increasing
misalignment can not be tolerated, a coarse synchronisation algorithm can be
used to compensate for the increasing misalignment. The residual timing error
introduces, however, a strong degradation of the performance. To avoid this
strong degradation, a clock frequency offset must be eliminated by adjusting
the sampling clock or by interpolating between the available samples. The
timing jitter introduces a degradation that only depends on the jitter variance,
but not on the spectral contents of the jitter. Furthermore, the degradations
caused by the constant timing offset and the timing jitter are essentially the
same when the square of the timing offset equals the jitter variance.

The results for the conventional single carrier communication system can also
be used for other systems, e.g., for FDM(A) systems or for TDM(A) systems.
In FDM(A), where the system bandwidth is divided into a number of non-
overlapping frequency bands, the signals are separated in the frequency domain.
When in each frequency band the data symbols, originating from a single user,
are transmitted sequentially, the performance of the FDM(A) system is the
same as for the conventional single carrier communication system. In TDM(A),
where the time axis is divided into a number of non-overlapping time slots,
the signals of the different users are separated in the time domain. Each user
is assigned one time slot during which he can transmit a number of symbols
sequentially, as shown in figure 3.14. In order to avoid that bursts transmitted
by the different users partially overlap because of transmit clock synchronisation
errors, a guard interval (during which no signal is allowed) is inserted between
time slots. Hence, when the number of data symbols transmitted during a time
slot is sufficiently large, the performance of the TDM(A) system is essentially
the same as for the conventional single carrier communication system.
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Figure 3.14: The TDMA signal



Chapter 4

Single Carrier Direct
Sequence CDMA

4.1 Introduction

In a conventional single carrier transmission technique, such as described in
chapter 3, an efficient use of the system resources requires that the system
bandwidth is strictly limited, i.e. Rs/2 ≤ one-sided bandwidth ≤ Rs, where
Rs is the symbol rate. Hence, all power is concentrated in a small frequency
band, which implies that the conventional single carrier signal is very sensitive
to deep fades or jamming at the considered frequency. In a direct-sequence
spread-spectrum (DS/SS) system [Has95], [Pah95], [Lin99], [Mos96], [Koh95],
[Moe99a], [Sar99a], [Sar99b], the data symbols originating from a single user are
multiplied with a higher rate chip sequence before transmission. Considering
Nc as the number of chips per symbol, the bandwidth of the resulting DS/SS
signal is expanded with a factor Nc as compared to the case of the conventional
single carrier signal. Hence, the factor Nc is also called the spreading factor.
By spreading the signal power over a large bandwidth, the signal is more robust
to deep fades and jamming. Furthermore, when the DS/SS signal has the same
power as the conventional single carrier signal, the power spectral density of the
DS/SS signal is Nc times lower than for the conventional single carrier signal.
This means that, when the spreading factor is sufficiently high, the DS/SS signal
is buried in the background noise. Hence, the DS/SS system can coexist with
other systems without introducing severe interference and the probability of
intercepting the DS/SS signal is low.

The single carrier direct-sequence CDMA (DS-CDMA) system we consider
in this chapter, makes use of the DS/SS technique: the signal transmitted to/by
each user is a DS/SS signal. To separate the signals of the different users, each
user is assigned a unique spreading sequence. This chapter illustrates the basic
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principles of a reference DS-CDMA system and serves as an introduction to
the combination of CDMA with a multicarrier system, which will be discussed
in chapter 6. We investigate the influence of the spreading of the signal on
the performance degradation caused by the synchronisation errors. To clearly
isolate the effect of the synchronisation errors, we consider a reference DS-
CDMA in the case of an ideal channel. Furthermore, the signals transmitted
to/by the different users are mutually synchronised, i.e. we consider the case of
synchronous DS-CDMA. In this case, the boundaries of the symbols transmitted
to/by the different users coincide. In addition, the signals transmitted to/by
the different users are assumed to be orthogonal, i.e. we only consider the
cases of Walsh-Hadamard sequences and overlay sequences, such that in the
absence of synchronisation errors no multiuser interference (MUI) occurs. The
case of random sequences is not considered, as in this case even in the absence
of synchronisation errors, MUI is introduced.

In this chapter, we investigate the sensitivity of the reference DS-CDMA
system to synchronisation errors. The chapter is organised as follows: section
4.2 presents the reference DS-CDMA system. The effect of synchronisation
errors is considered in section 4.3. We separately investigate the effect of carrier
phase errors and timing errors. The conclusions are drawn in section 4.4.

4.2 The Reference DS-CDMA System

The conceptual block diagram of the DS-CDMA transmitter [Mos96] for a single
user is shown in figure 4.1. Without loss of generality, the terminology for the
downlink is used. The data symbols {ai,`} transmitted at a rate Rs, are mul-
tiplied with a higher rate chip sequence ci,` = (1/

√
Nc)[ciNc,` . . . ciNc+Nc−1,`]

T .
The data symbol ai,` denotes the ith symbol transmitted to the user `,
and the chip ciNc+n,` is the nth chip of the spreading sequence assigned to
the user ` during the ith symbol interval. The number of chips per sym-
bol Nc is called the spreading factor. The resulting time-domain sequence
si,` = [siNc,` . . . siNc+Nc−1,`]

T after spreading the data symbols yields

si,` = ci,`ai,` (4.1)

Hence, the transmitter converts each data symbol in a block of Nc samples.
The corresponding transmitter matrix Ttr,i,` (2.1) is a vector of length Nc:
Ttr,i,` = ci,`. The time-domain sequence is converted into a continuous-time
signal by multiplying the sequence with the transmit clock signal, which has a
clock frequency 1/T = NcRs. In the literature, often the notation Tc is used for
the duration of the chip interval and T for the duration of the symbol interval.
However, in this work, we use a single notation for the sampling rate at the
receiver for the different systems (i.e., 1/T , see chapter 2). Hence, the quantity
T in this chapter corresponds to the chip interval and not to the symbol interval.
The continuous-time signal is applied to the transmit filter p(t) with transfer
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Figure 4.1: The DS-CDMA transmitter for a single user
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Figure 4.2: The DS-CDMA receiver for a single user

function P (f), a square-root Nyquist filter with respect to the chip interval T
(2.3), resulting in the signal s`(t)

s`(t) =
+∞∑

i=−∞

Nc−1∑

n=0

siNc+n,`p(t− (iNc + n)T − τc) (4.2)

where τc represents the transmit clock phase.

In the following, we consider the case of synchronous DS-CDMA transmitted
over an AWGN channel. In synchronous DS-CDMA, the signals of the different
users are synchronised, i.e. the symbol boundaries of the different users coincide.
This implies that the different users exhibit the same timing errors and transmit
clock phase τc. Furthermore, it is assumed that the carrier oscillators of the
different users are synchronised, i.e. the transmit carrier oscillators exhibit the
same carrier frequency and phase. Hence, the different users are affected by the
same carrier phase error. Under these conditions, the analysis for the uplink
and the downlink is the same.

The receiver structure of the DS-CDMA system is shown in figure 4.2 for a
single user. The superposition of the signals s`(t) sent to the different users is
transmitted over an ideal channel, i.e. Hch(f ; t) = 1. The sum of the signals is
disturbed by additive white Gaussian noise (AWGN) wLP (t), whose independent
real and imaginary parts have the same power spectral density N0/2. All signals

are affected by the same carrier phase difference θc−θ̂r(t), where θc is the carrier

phase at the transmitter and θ̂r(t) is the estimated optimum carrier phase at
the receiver. In the case of the ideal channel, the optimum carrier phase θr(t)
at the receiver equals the carrier phase θc at the transmitter. Hence, the carrier
phase error φ(t) (2.11) equals the carrier phase difference: φ(t) = θc − θ̂r(t).
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The resulting signal r(t) is applied to the receiver filter, which is matched to the
transmit filter, and sampled at the instants t̂iNc+n = tiNc+n + εiNc+nT , where
tiNc+n = (n + iNc)T + τc are the optimum sampling instants (see (2.10)) and
εiNc+n is the normalised timing error of the nth sample of the ith transmitted
symbol. The resulting samples vi = (viNc . . . viNc+Nc−1)T can be written as

viNc+n =
+∞∑

i′=−∞

Nc−1∑

n′=0

Nu∑

`=1

si′Nc+n′,`heq(tiNc+n−ti′Nc+n′ ; tiNc+n)+wiNc+n (4.3)

where Nu is the number of active users, wiNc+n is the value of the matched
filter output noise at the instant t̂iNc+n, originating from the noise contribu-
tion wLP (t) and heq(t; tiNc+n) is the impulse response of the equivalent time-
varying filter including the synchronisation errors, as defined in section 2.3.1.
The Fourier transform of heq(t; tiNc+n) with respect to t equals (see (2.21))

Heq(f ; tiNc+n) = |P (f)|2ejφ(tiNc+n)ej2πfεiNc+nT (4.4)

The receiver scales and rotates the sample viNc+n with an equaliser coeffi-
cient g`i,n. The equaliser is implemented as an MMSE equaliser and is computed
using (2.51). The resulting sequence is multiplied with the complex conjugate
of the corresponding chip of the considered user and summed to obtain the
samples zi,` at the input of the decision device

zi,` = ai,`Ii,i,`,` +
+∞∑

i′=−∞;i′ 6=i
ai′,`Ii,i′,`,` +

+∞∑

i′=−∞;i′ 6=i

Nu∑

`′=1;`′ 6=`
ai′,`′Ii,i′,`,`′ +Wi,`

(4.5)
where Wi,` is a zero-mean complex-valued additive Gaussian noise term and

Ii,i′,`,`′ =
1

Nc

Nc−1∑

n,n′=1

ciNc+n,`c
∗
i′Nc+n′,`′g

`
i,nheq(tiNc+n − ti′Nc+n′ ; tiNc+n) (4.6)

Considering (2.24), the variance of the additive Gaussian noise term yields

E[|Wi,`|2] = N0
1

Nc

Nc−1∑

n=1

|g`i,n|2
∆
= N0σ

2
i,` (4.7)

Hence, the receiver demodulates the data with a linear transformation bi,` of
length Nc: bi,` = ci,`Gi,`, where Gi,` is a diagonal matrix of the order Nc×Nc
with diagonal elements the equaliser coefficients, i.e. (Gi,`)n,n′ = g`i,nδn,n′ . In
(4.5), the sample zi,` is decomposed into four contributions. The first term
Ii,i,`,` is the useful component. This contribution can be further decomposed
into an average useful component E[Ii,i,`,`], and a zero-mean fluctuation Ii,i,`,`−
E[Ii,i,`,`], i.e. the self-interference (SI). The second contribution (Ii,i′,`,` for
i′ 6= i) is the intersymbol interference (ISI), caused by the other data symbols
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transmitted to the considered user. The third contribution (Ii,i′,`,`′ for `′ 6= `) is
the multiuser interference (MUI), caused by data symbols transmitted to other
users and the last contribution is the additive noise term.

The performance of the DS-CDMA system is expressed by the signal-to-noise
ratio (SNR), as defined in section 2.6. The SNR is the ratio of the power of the
average useful component PU to the sum of the powers of the self-interference
PSI , the intersymbol interference PISI , the multiuser interference PMUI and
the noise. This yields

SNRi,` =
EsPU,i,`

N0σ2
i,` + Es(PSI,i,` + PISI,i,` + PMUI,i,`)

(4.8)

where Es = E[|ai,`|2] is the energy per symbol and

PU,i,` = |E[Ii,i,`,`]|2
PSI,i,` = E[|Ii,i,`,` − E[Ii,i,`,`]|2]

PISI,i,` =

+∞∑

i′=−∞;i′ 6=i
E[|Ii,i′,`,`|2] (4.9)

PMUI,i,` =

+∞∑

i′=−∞

Nu∑

`′=1;`′ 6=`
E[|Ii,i′,`,`′ |2]

The SNR (4.8) depends on the user index ` and the symbol index i.

In the absence of synchronisation errors, the receiver filter output samples
viNc+n are given by (see (2.6))

viNc+n =

Nu∑

`=1

siNc+n,` + wiNc+n (4.10)

where the noise contributions wiNc+n are Gaussian with E[wiNc+nw
∗
i′Nc+n′ ] =

N0δi,i′δn,n′ and siNc+n,` is given by (4.1). The one-tap equaliser operating
on viNc+n has coefficient g`i,n given by g`i,n = Es/(Es + N0); note that g`i,n is
independent of the symbol index i, the chip index n and the user index `. After
despreading, the samples at the input of the decision device yield (see (2.41))

zi,` = ai,` +Wi,` (4.11)

where

Wi,` =
1√
Nc

Nc−1∑

n=1

wiNc+nc
∗
iNc+n,` (4.12)

yielding E[|Wi,`|2] = N0. Note that zi,` contains the data symbol ai,` but
no other symbols: because of the orthogonality of the sequences ci,`, no MUI
occurs, and because of the non-dispersive channel, no ISI occurs. Taking into
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account that Es = E[|ai,`|2], the resulting SNR (4.8) is independent of the
indices i and ` and yields

SNR(0) =
Es
N0

(4.13)

The presence of synchronisation errors generally causes interference. Hence,
the DS-CDMA system performance is degraded as compared to the case of
no synchronisation errors. The degradation of the SNR (4.8) as compared to
SNR(0) (4.13) (expressed in dB) is given by

Degi,` = −10 log

(
PU,i,`

σ2
i,` + Es

N0
(PSI,i,` + PISI,i,` + PMUI,i,`)

)
(4.14)

The computation complexity of the expressions (4.9) strongly increases for an
increasing spreading factor Nc. To reduce this computation complexity, we
present accurate approximations for (4.9). In the following, we make use of the
simplified expressions of appendix C for (4.9).

4.3 Effect of Synchronisation Errors

In this section, we investigate the effect of synchronisation errors on the per-
formance of the considered DS-CDMA system. In [Ste99e], we have studied
the effect of the carrier phase errors on a downlink orthogonal DS-CDMA sys-
tem. In the literature, the effect of the following synchronisation errors on the
DS-CDMA system have been studied: the effect of a carrier frequency offset
and clock frequency offset on the DS-CDMA system has been investigated in
[Sou90]. The sensitivity of DS-CDMA to random carrier phase and timing er-
rors has been studied in [Buc95]. In [Par96], the impact of timing errors on a
DS-CDMA system is investigated. The sensitivity to timing jitter is studied in
[Buc93]. As in section 2.2, we separately consider the effect of the carrier phase
errors and the timing errors.

4.3.1 Carrier Phase Errors

The sensitivity of the DS-CDMA system to carrier phase errors is investigated
in this section, in the case no timing errors are present (εiNc+n = 0). In this
case, the quantities Ii,i′,`,`′ (4.6) are given by

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=1

ciNc+n,`c
∗
i′Nc+n′,`′g

`
i,ne

jφ(tiNc+n) (4.15)

In (4.15), we observe that the carrier phase errors do not introduce intersymbol
interference, but only cause self-interference and multiuser interference. In the
following, we consider the cases of a constant phase offset, a carrier frequency
offset and carrier phase jitter.
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Figure 4.3: Effect of a constant phase offset on the samples zi,`, g
`
i,n = 1

Constant Phase Offset

A constant mismatch of the phase between the carrier oscillators at the trans-
mitter and the receiver introduces a constant phase offset φ(tiNc+n) = φ. The
constant phase offset causes a phase rotation over an angle φ of the received
samples viNc+n, but no interference is introduced. Hence, in the absence of an
equaliser (g`i,n = 1), a constant phase offset gives rise to a constant phase rota-
tion of the samples at the input of the decision device, as shown in figure 4.3,
resulting in a reduction of the noise margins. To compensate for the reduction
of the noise margins, the equaliser rotates the samples viNc+n over (an estimate
of) the angle −φ, i.e. the MMSE equaliser is given by (gMMSE)`i,n = Ce−jφ,
where

C =

√
Es

N0 + Es
(4.16)

are the equaliser coefficients in the absence of synchronisation errors. The
MMSE equaliser in the case of the constant phase offset is independent of the
symbol index i, the user index ` and the chip index n. As the phase rotation
of the samples viNc+n does not introduce an enhancement of the noise power
level, the constant phase offset is compensated without loss of performance.

Carrier Frequency Offset

When a constant mismatch of the frequency between the carrier oscillators at
the transmitter and the receiver occurs, the carrier phase error linearly increases
in time: φ(tiNc+n) = 2π(n+iNc)∆FT+φ(0), where ∆F is the carrier frequency
offset. A carrier frequency offset introduces a rotation at a constant speed of
2π∆F rad/s of the receiver filter output samples viNc+n, and a frequency shift
of the transmitted signal, resulting in a reduction of the useful component and
interference, as shown in the previous chapter.

First, we concentrate on the effect of the phase rotation on the system per-
formance. When no correction of the systematic phase rotation of the samples
viNc+n is present, i.e. g`i,n = 1, the useful component of the sample zi,` at the
input of the decision device is subjected to a rotation at a constant speed of
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Figure 4.4: Carrier frequency offset, Nu = Nc, g
`
i,n = 1, Nc = 64,∆FT =

2.10−3, (a) Walsh Hadamard sequences (b) overlay sequences

2πNc∆FT rad/symbol and a reduction of the amplitude (4.6):

Ii,i,`,` = ejφ(0)ej2πiNc∆FTD(∆FT ) (4.17)

where

D(x) =
1

Nc

Nc−1∑

n=1

ej2πnx = ejπ(Nc−1)x sinπNcx

Nc sinπx
(4.18)

This amplitude reduction of the useful component is introduced as the contribu-
tions of the different chips that have to be summed to obtain the sample zi,` are
not in phase. Furthermore, this sample dependent rotation of viNc+n gives rise
to a large amount of MUI. Hence, a carrier frequency offset reduces the perfor-
mance when no equalisation is performed. Figures 4.4 (a)-(b) show the scatter
diagrams of the samples at the input of the decision device in the absence of
additive noise, for the cases of the Walsh-Hadamard sequences and the overlay
sequences. Furthermore, it is assumed that the carrier frequency offset equals
∆FT = 2.10−3, the spreading factor Nc = 64, and the number of active users
equals Nu = Nc, i.e. for the maximal load. In these figures, we observe that
the scatter diagrams are the same for the Walsh-Hadamard sequences and the
overlay sequences. As expected, the samples at the input of the decision device
are rotated and disturbed by a large amount of MUI.

To avoid the systematic rotation of the samples zi,` at a constant speed of
2πNc∆FT rad/symbol, a one-tap equaliser can be applied after despreading.
However, in this case, the sampling dependent rotation of the receiver output
samples still causes a reduction of the useful component and introduces a large
amount of MUI. To avoid this reduction of the useful component and the MUI,
a one-tap equaliser is applied to the output of the receiver filter. Assuming the
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receiver is able to estimate the carrier frequency offset, the equaliser rotates the
sample viNc+n over the angle −(2π(n+ iNc)∆FT + φ(0)):

(gMMSE)`i,n = Ce−j2π(n+iNc)∆FT e−jφ(0) (4.19)

where C is defined in (4.16). In this case, the quantities Ii,i′,`,`′ (4.15) reduce
to

Ii,i′,`,`′ = Cδi,i′δ`,`′ (4.20)

Hence, when the systematic phase rotation is compensated, no interference or
a reduction of the useful component is introduced. Furthermore, as the phase
rotation of the receiver samples viNc+n does not enhance the noise power level,
no degradation is introduced.

In the preceding analysis, we have shown that the effect of the phase rotation
of the receiver filter output samples viNc+n can be compensated without loss of
performance by the equaliser. However, in this analysis, we have neglected the
effect of the frequency shift of the transmitted signal. Because of the frequency
shift, a part of the transmitted signal falls outside the bandwidth of the receiver
filter, resulting in signal distortion and power loss. In chapter 3, it is shown that
this frequency shift results in a reduction of the useful component in the samples
viNc+n and the introduction of interference. Assuming the equaliser compen-
sates for the systematic phase rotation of the samples viNc+n, the quantities
Ii,i′,`,`′ (4.6) yield

Ii,i′,`,`′ =
C

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ci′Nc+n′,`′ ·

∫ +∞

−∞
P (f)P ∗(f + ∆F )ej2π(n−n′+(i−i′)Nc)fTdf (4.21)

In the case of the maximum load (Nu = Nc), which corresponds with the worst
case as the multiuser interference power is maximal, the power of the average
useful component PU , the total interference power PI (which is the sum of the
powers of the self-interference, the intersymbol interference and the multiuser
interference) (4.9) and the noise (4.7), for both the Walsh-Hadamard sequences
and the overlay sequences, are independent of the block index i and the user
index ` and yield

PU = |C|2
∣∣∣∣∣

∫ +∞

−∞
P (f)P ∗(f + ∆F )df

∣∣∣∣∣

2

PI = |C|2
+∞∑

n=−∞;n6=0

∣∣∣∣∣

∫ +∞

−∞
P (f)P ∗(f + ∆F )ej2πnfTdf

∣∣∣∣∣

2

E[|Wi,`|2] = N0|C|2 (4.22)

As we observe from (4.22), the power of the average useful component, the to-
tal interference power and the noise power are independent from the spreading
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Figure 4.5: Influence of the carrier frequency offset on the reduction of the
power of the average useful component (1−PU ) and the total interference power
(PI = PSI + PISI + PMUI), Nc = 64, Nu = Nc

factor Nc. In the case of the transmit and the receiver filter being square-root
raised-cosine filters with rolloff α (see appendix B), and when the carrier fre-
quency offset is small, i.e. ∆FT � 1, the power of the average useful component
(4.22) can be approximated by

PU ≈ 1− (π|∆F |T )2

4α
(4.23)

Hence, the power of the average useful component is reduced as compared to
the case of a zero carrier frequency offset. The power of the average useful com-
ponent and the total interference power are a function of the product ∆FT . In
figure 4.5, the reduction of the power of the average useful component (1−PU )
and the total interference power PI (4.22) are shown as function of the product
∆FT , a spreading factor Nc = 64 and the maximum load (Nu = Nc). Similarly
as for the conventional single carrier communication system, the total interfer-
ence power, which is proportional to (∆FT )4 can be neglected as compared to
the reduction of the power of the useful component, which is proportional to
(∆FT )2, for small frequency offsets (∆FT � 1). The degradation as compared
to the case of a zero carrier frequency offset, caused by the reduction of the
useful component only and the degradation caused by both the reduction of
the useful component and the interference are shown in figure 4.6. We observe
that the degradation is mainly caused by the reduction of the useful component.
This degradation is independent of the spreading factor Nc. The degradation is
small when the frequency offset is small as compared to the system bandwidth:
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Figure 4.6: Degradation caused by the reduction of the power of the average
useful component only and the reduction of the power of the average useful
component and the interference power, SNR(0) = 20dB, Nc = 64, Nu = Nc

∆F � 1/T = NcRs. The sensitivity of the DS-CDMA system to a carrier fre-
quency offset is the same as for the conventional single carrier communication
system.

Carrier Phase Jitter

To get rid of a carrier frequency offset and a constant phase offset, a carrier
synchronisation mechanism can be used to estimate the optimum phase θr(t).
The phase jitter resulting from such a synchroniser structure can be modelled
as a zero-mean stationary random process with jitter power spectral density
Sφ(f) and jitter variance σ2

φ. When the phase jitter slowly varies as compared
to the duration of the impulse response of the transmit filter, and for small jitter
variances σ2

φ � 1, the quantities Ii,i′,`,`′ (4.15) can be approximated by

Ii,i′,`,`′ =
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ci′Nc+n′,`′g
`
i,n(1 + jφ(tiNc+n)) (4.24)

When the carrier phase jitter rapidly varies as compared to the averaging time
of the MMSE equaliser, the equaliser is not able to track the variations caused
by the carrier phase jitter. The equaliser averages in the time over the varia-
tions caused by the carrier phase jitter. As for small jitter variances, the time
average of exp(jφ(t)) can be approximated by E[exp(jφ(t))] ≈ E[1+jφ(t)] = 1,
the MMSE equaliser is essentially the same as in the absence of synchronisation
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Figure 4.7: The weight functions |D(fT )|2 and (1− |D(fT )|2), Nc = 16

errors, i.e. (gMMSE)`i,n = C, where C is defined in (4.16). The MMSE filter is
independent of the symbol index i, the chip index n and the user index `. From
(4.24) it follows that the carrier phase jitter introduces self-interference and mul-
tiuser interference. However, the average useful component is not attenuated,
nor intersymbol interference is introduced. Considering the approximations for
the moments of the spreading sequences (appendix C), the powers of the average
useful component, the self-interference, the multiuser interference (4.9) and the
noise (4.7) are given by

PU = |C|2

PSI = |C|2
∫ +∞

−∞
Sφ(f)|D(fT )|2df

PMUI = |C|2Nu − 1

Nc − 1

∫ +∞

−∞
Sφ(f)(1− |D(fT )|2)df (4.25)

E[|Wi,`|2] = N0|C|2

From (4.25) it follows that the powers of the average useful component, the self-
interference, the multiuser interference and the noise are independent of the user
index ` and the symbol index i. As we observe in (4.25) and in figure 4.7, the self-
interference and the multiuser interference mainly consist of the low frequency
components (|f | < 1/(NcT ) = Rs) and the high frequency components (|f | >
1/(NcT ) = Rs) of the jitter spectrum Sφ(f), respectively. For the highest load
(Nu = Nc), the sum of the powers of the self-interference and the multiuser
interference becomes independent of the spectral contents of the jitter and of
the spreading factor Nc, and only depends on the jitter variance σ2

φ, given by

σ2
φ =

∫ +∞

−∞
Sφ(f)df (4.26)



4.3. EFFECT OF SYNCHRONISATION ERRORS 75

Figure 4.8: Carrier phase jitter, Nu = Nc
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Figure 4.9: Jitter spectrum

In this case, the degradation (4.14) of the SNR, caused by the carrier phase
jitter, is independent of the spreading factor Nc and of the spectral contents of
the jitter, but only depends on the jitter variance:

Deg = 10 log

(
1 +

Es
N0

σ2
φ

)
(4.27)

The performance degradation (4.25) is the same for all users and is independent
of the symbol index i.

In figure 4.8, the degradation (4.27) is shown as function of the jitter vari-
ance. The degradation of figure 4.8 yields an upper bound for the degradation
for Nu < Nc.

The DS-CDMA system is simulated in the absence of additive noise (N0 =
0), in the case of QPSK modulation, for a spreading factor Nc = 64, the maxi-
mum load and a jitter variance of σ2

φ = 5.10−3 rad2. The jitter spectrum is of
the shape of figure 4.9. Figures 4.10 (a)-(b) and 4.11 (a)-(b) show the scatter
diagrams for fL = 0, fB = 1/(NcT ) = Rs and fL = 2/(NcT ) = 2Rs, fB =
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Figure 4.10: Carrier phase jitter, Nu = Nc, fL = 0, fB = 1/(NcT ) = Rs, Nc =
64, σ2

φ = 5.10−3 rad2, (a) Walsh-Hadamard sequences (b) overlay sequences

Table 4.1: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
fL = 0, Walsh-Hadamard 5E − 3 5.064E − 3

fB = 1/(NcT ) = Rs overlay 5E − 3 5.064E − 3
fL = 2/(NcT ) = 2Rs, Walsh-Hadamard 5E − 3 5.052E − 3
fB = 4/(NcT ) = 4Rs overlay 5E − 3 5.052E − 3

4/(NcT ) = 4Rs, respectively, in the cases of the Walsh-Hadamard sequences
and the overlay sequences. We observe that the scatter diagrams for the Walsh-
Hadamard sequences and the overlay sequences are the same. Although the
mean-square deviation of the samples at the input of the decision device are
equal for all scatter diagrams and equals σ2

φ, the scatter diagrams differ consid-
erably. When fL = 0, fB = 1/(NcT ) = Rs, the main interference contribution
is the self-interference, as the jitter contains only low frequency components
(|f | < 1/(NcT ) = Rs). Hence, the jitter gives rise to a random phase ro-
tation of the useful component and the scatter diagram shows mainly an an-
gular displacement of the samples at the input of the decision device. When
fL = 2/(NcT ) = 2Rs, fB = 4/(NcT ) = 4Rs, the jitter contains only high
frequency components (|f | > 1/(NcT ) = Rs) and therefore introduces mainly
MUI. Hence, the jitter causes both an angular and a radial displacement of the
samples at the input of the decision device, resulting in a circular cloud in the
scatter diagram, as the term of the MUI has uncorrelated real and imaginary
parts, each having the same variance. In table 4.1, the mean square deviation
of the samples at the input device is shown for the simulations of the scatter
diagrams of figures 4.10 and 4.11. As we observe, the simulation results agree
well with the theoretical results.



4.3. EFFECT OF SYNCHRONISATION ERRORS 77

Figure 4.11: Carrier phase jitter, Nu = Nc, fL = 2/(NcT ) = 2Rs, fB =
4/(NcT ) = 4Rs, Nc = 64, σ2

φ = 5.10−3 rad2, (a) Walsh-Hadamard sequences
(b) overlay sequences

4.3.2 Timing Errors

In this section, we investigate the sensitivity of the DS-CDMA system to tim-
ing errors in the absence of carrier phase errors (φ(t) = 0). In this case, the
quantities Ii,i′,`,`′ (4.6) are given by

Ii,i′,`,`′ =
1

Nc

Nc−1∑

n,n′=1

c∗iNc+n,`ci′Nc+n′,`′g
`
i,nh((n− n′ + (i− i′)Nc + εiNc+n)T )

(4.28)
where h(t) is the impulse response of the cascade of the transmit filter and the
receiver filter. Its Fourier transform equals H(f) = |P (f)|2. From (4.26) it
follows that a timing error introduces interference. In the following, we consider
the effect of a constant timing offset, a clock frequency offset and timing jitter.

Constant Timing Offset

In the case of a constant mismatch between the estimated and the ideal timing
instants, a constant timing offset εiNc+n = ε occurs. In the case of the maximum
load, which corresponds to the worst case as the multiuser interference power is
maximal, the MMSE equaliser coefficients are the same for the Walsh-Hadamard
sequences and the overlay sequences. Furthermore, the equaliser coefficients are
independent of the symbol index i, the chip index n and the user index ` and
equal

(gMMSE)`i,n =

√
Esh

∗(εT )

N0 + Es
∑+∞
n=−∞ |h((n+ ε)T )|2

∆
= Cε (4.29)
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In the case of the maximum load, the power of the average useful component,
the total interference power PI (which is the sum of the powers of the self-
interference, the intersymbol interference and the multiuser interference) (4.9)
and the noise power (4.7) are the same for the Walsh-Hadamard sequences and
the overlay sequences, and are given by

PU = |Cε|2|h(εT )|2

PISI = |Cε|2
+∞∑

n=−∞;n6=0

|h((n+ ε)T )|2

= |Cε|2
(

1

T

+∞∑

n=−∞
ej2πεn

∫ +∞

−∞
H(f)H

(
f +

n

T

)
df − |h(εT )|2

)

E[|Wi,`|2] = N0|Cε|2 (4.30)

As we observe in (4.30), the powers of the average useful component, the total
interference power and the noise are independent of the spreading factor Nc,
the user index ` and the symbol index i. When the transmit filter and receiver
filter are square-root raised-cosine filters with rolloff a (see appendix B), the
total interference power (4.30) is given by

PI = |Cε|2
(

1− α

4
(1− cos 2πε)− |h(εT )|2

)
(4.31)

Hence, the degradation (4.14) of the SNR as compared to the case of a zero
timing offset yields

Deg = −10 log |h(εT )|2 + 10 log

(
1 +

Es
N0

(
1− α

4
(1− cos 2πε)− |h(εT )|2

))

(4.32)
The degradation is independent of the spreading factor Nc and is equal for all
users. For a small timing error (ε� 1), we can use the approximations (3.32).
In this case, the degradation (4.32) can be approximated by

Deg ≈ −10 log(1− ε2A(α)) + 10 log

(
1 +

Es
N0

ε2B(α)

)
(4.33)

where A(α) and B(α) are defined in (3.34).

In figure 4.12, the degradation (4.33) and the degradation caused by the
interference only are shown as function of the constant timing offset. As we
observe, the effect of the reduction of the useful component can be neglected as
compared to the effect of the interference. In figure 4.13, the total interference
power and the powers of the self-interference, the intersymbol interference and
the multiuser interference are shown as function of the constant timing offset for
the maximum load. As expected, the interference power is proportional to ε2

for small ε. It can easily be verified that the SI power is inversely proportional
to Nc and that the ISI power is about Nc times smaller than the SI power.
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Figure 4.12: Constant timing offset, Nc = 64, Nu = Nc, SNR(0) = 20 dB

Furthermore, the MUI power per disturbing user is of the same order of the SI
power and also inversely proportional to Nc. The MUI power is proportional
to the number of disturbing users. When no disturbing users are present, the
MUI power is zero. For the maximum load, the MUI power is maximum and
is shown in the figure. We observe in figure 4.13 that for the maximum load
and for a large spreading factor, the dominating interference term is the MUI.
Although the self-interference power, the intersymbol interference power and
the multiuser interference power depend on the spreading factor, the sum of the
powers, i.e. the total interference power, is independent of the spreading factor
Nc when all users are active (Nu = Nc).

Clock Frequency Offset

In the case of a clock frequency offset ∆T/T between the transmitter and re-
ceiver clock, the timing error linearly increases with time: εiNc+n = (iNc +
n)∆T/T+ε0. Hence, an increasing misalignment between the transmitted chips
ciNc+n,` and the received samples viNc+n occurs. This increasing misalignment
can not be tolerated. To compensate for this increasing misalignment, a coarse
synchronisation algorithm could be used, as described in section 3.3.2. At the
receiver, the chip c∗iNc+n,` is multiplied with the sample vi′Nc+n′ , for which the

sampling instant t̂i′Nc+n′ is closest to the ideal sampling instant tiNc+n. This
involves duplicating (∆T > 0) or removing (∆T < 0) samples at regular inter-
vals, so that the average rate of samples used by the receiver equals the chip
rate 1/T . The resulting relative timing error ε̃iNc+n = (t̂i′Nc+n′ − tiNc+n)/T is
limited to the interval [−0.5, 0.5]. When ∆T/T is so small that ε̃iNc+n is slowly
varying over the averaging time of the equaliser, the timing error is tracked by
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Figure 4.13: Constant timing offset, Nc = 64, Nu = Nc, α = 0.1

the equaliser, and is essentially constant over a symbol interval. The resulting
degradation of the SNR depends on the symbol index i, and is given by (4.32),
with ε replaced by the average over ε̃iNc+n over the considered symbol interval.
For ε̃iNc+n (n = 0, . . . , Nc − 1) close to 0.5 or -0.5, this degradation is in the
order of 20 dB. Hence, even when a coarse synchronisation algorithm is used to
compensate for the increasing misalignment, the DS-CDMA system is severely
degraded. To avoid this strong degradation, a clock frequency offset must be
eliminated, by using a synchroniser structure that adjusts the timing phase of
the receiver clock or interpolates between the available samples, as described in
section 3.3.2.

Timing Jitter

When sampling is performed by means of a timing synchronisation algorithm
that eliminates a constant timing offset and a clock frequency offset, the re-
sulting timing jitter can be modelled as a zero-mean stationary random pro-
cess with jitter power spectral density Sε(exp(j2πfT )) and jitter variance σ2

ε .
When the timing jitter rapidly varies as compared to the averaging time of
the MMSE equaliser, the equaliser is not able to track the variations caused
by the timing jitter. The equaliser averages in the time over the variations
caused by the timing jitter. For small jitter variances σ2

ε � 1, the time
average of h((n + εiNc+n)T ) can be approximated by E[h((n + εiNc+nT )] ≈
E[h(nT ) + εiNc+nTh

′(nT )] = h(nT ), where h′(t) is the first order derivative
of h(t). Hence, the MMSE equaliser is essentially the same as in the absence
of timing errors, i.e. (gMMSE)`i,n ≈ C where C is defined in (4.16). It can
easily be verified that in the case of the maximum load (Nu = Nc), the power
of the average useful component, the total interference power PI (which is the
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sum of the powers of the self-interference, the intersymbol interference and the
multiuser interference) (4.9) and the noise power (4.7) are the same for the
Walsh-Hadamard sequences and the overlay sequences, and are given by

PU,i = |C|2|E[h(εiNc+nT )]|2

PI,i = |C|2
+∞∑

k=−∞;k 6=0

E[h((k + εiNc+n)T )|2]

= |C|2
(

1

T

+∞∑

k=−∞
E[ej2πεiNc+nk]

∫ +∞

−∞
H(f)H

(
f +

k

T

)
df

−E[|h(εiNc+nT )|2]

)

E[|Wi,`|2] = N0|C|2 (4.34)

We observe in (4.34) that the powers of average useful component, the total
interference and the noise are independent of the spreading factor Nc and the
user index `. For small jitter variances, the approximations (3.37) can be used.
When the transmit and receiver filter are square-root raised-cosine filters with
rolloff α, the power of the average useful component and the total interference
power (4.34) can be approximated by

PU ≈ |C|2(1− σ2
εA(α))

PI ≈ |C|2σ2
εB(α) (4.35)

where A(α) and B(α) are defined in (3.33) and the jitter variance is given by

σ2
ε =

∫ +1/2T

−1/2T

Sε(e
j2πfT )df (4.36)

The powers of the average useful component and the total interference (4.33) are
independent of the symbol index i. The degradation (4.14) of the SNR of the
DS-CDMA system caused by the timing jitter is independent of the spreading
factor and the spectral contents of the jitter, but only depends on the jitter
variance

Deg = −10 log(1− σ2
εA(α)) + 10 log

(
1 +

Es
N0

σ2
εB(α)

)
(4.37)

The degradation is the same for all users and is independent of the symbol index
i. Observing (4.33) and (4.37), it is clear that the sensitivity of the DS-CDMA
system to a constant timing offset and timing jitter is essentially the same, when
the jitter variance is equal to ε2.

In figure 4.14, the total interference power and the powers of the self-
interference, the intersymbol interference and the multiuser interference are
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Figure 4.14: Effect of the timing jitter on the interference powers, Nc = 64, Nu =
Nc, α = 0

shown as function of the jitter variance, in the case of the Walsh-Hadamard se-
quences and of the maximum load (Nu = Nc). The power of the self-interference
is inversely proportional to Nc. As we observe, the power of the intersymbol
interference is small as compared to the self-interference power: the ISI power is
about Nc times smaller than the SI power. Furthermore, it can be verified that
the MUI power per disturbing user is of the same order of the SI power and is
also inversely proportional to Nc. The MUI power is proportional to the number
of disturbing users. Hence, for the lowest load (Nu = 1), the MUI power is zero
and for the highest load (Nu = Nc) the MUI power is maximum. The maximum
MUI power (for Nu = Nc) is shown in figure 4.14. We observe that for the max-
imum load and for a large spreading factor, the dominating interference term
is the MUI. Although the self-interference power, the intersymbol interference
power and the multiuser interference power depend on the spreading factor, the
total interference power, i.e. the sum of these powers, is independent of the
spreading factor Nc when all users are active (Nu = Nc). Similar results can
be found for the case of the overlay sequences. In figure 4.15, the degradation
(4.35) and the degradation caused by the interference only is shown as function
of the jitter variance. Similarly as in the case of the constant timing offset, the
effect of the reduction of the useful component can be neglected as compared to
the effect of the interference. Hence, the degradation can be well approximated
by

Deg ≈ 10 log

(
1 +

Es
N0

σ2
εB(α)

)
(4.38)
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Figure 4.15: Timing jitter on the interference powers, Nc = 64, Nu =
Nc, SNR(0) = 20 dB

4.4 Conclusions and Remarks

In this chapter, we have considered a reference DS-CDMA system as an in-
troduction to the combination of CDMA with a multicarrier system that will
be presented in chapter 6. For the reference DS-CDMA system, we considered
the case of synchronous DS-CDMA transmission over an AWGN channel. We
have investigated the sensitivity of this reference DS-CDMA system to syn-
chronisation errors. The performance of the DS-CDMA system is essentially
independent of the user index `, as the effect of the distortions is mitigated by
spreading the data.

The DS-CDMA system is not degraded by a constant phase offset as the
effect of the constant phase offset can be compensated without loss of perfor-
mance by the equaliser. A carrier frequency offset introduces severe perfor-
mance degradation, when the time-dependent phase rotation of the receiver
filter output samples is not compensated. An equaliser can compensate for
this time-dependent phase rotation without loss of performance. However, the
frequency shift of the transmitted signal introduces a performance degradation
that can not be corrected by the equaliser without enhancing the noise power
level. Similarly as for the conventional single carrier communication system,
the degradation is mainly caused by the reduction of the useful component.
This performance degradation depends on the product ∆FT and is indepen-
dent of the spreading factor. When the carrier frequency offset is small as com-
pared to the system bandwidth ∆F � 1/T = NcRs, the degradation caused
by this frequency shift is small. In the case of the maximum load, the carrier
phase jitter introduces a degradation that is independent of the spreading fac-



84 CHAPTER 4. SINGLE CARRIER DIRECT SEQUENCE CDMA

tor and of the spectral contents of the jitter, but only depends on the jitter
variance. The scatter diagrams in this case, however, depend considerably on
the spectral contents of the jitter. Jitter with mainly low frequency components
(|f | < 1/(NcT ) = Rs) causes mainly an angular displacement of the samples at
the input of the decision device. Jitter with mainly high frequency components
(|f | > 1/(NcT ) = Rs) causes a combination of an angular and a radial displace-
ment of the samples at the input of the decision device, resulting in a circular
cloud in the scatter diagram.

A constant timing offset gives rise to a reduction of the useful component
and interference. The interference term mainly consists of multiuser interfer-
ence. The degradation caused by the constant timing offset is independent of
the spreading factor and for small timing offsets, it is proportional to the square
of the timing offset. Furthermore, the effect of the reduction of the useful com-
ponent is negligible as compared to the effect of the interference when the timing
offset is small. A clock frequency offset introduces an increasing misalignment
between the chips and the received samples. To compensate for the increasing
misalignment, a coarse synchronisation algorithm that duplicates or removes
samples at regular instants can be used. However, the residual timing error
introduces a strong degradation of the DS-CDMA system. To avoid this degra-
dation, a clock frequency offset must be eliminated by adjusting the sampling
clock phase or by interpolating between the available samples. The timing jitter
introduces a degradation that is independent of the spreading factor and of the
spectral contents of the jitter, when the number of active users is maximal. In
this case, the degradation only depends on the jitter variance. The degrada-
tions caused by the constant timing offset and the timing jitter are essentially
the same when the jitter variance equals the square of the timing offset.



Chapter 5

Orthogonal Frequency
Division Multiplexing and
Multiple Access

5.1 Introduction

In a single carrier system where the data symbols are transmitted sequen-
tially, strong intersymbol interference (ISI) is introduced when the duration
of the impulse response of the dispersive channel exceeds the symbol interval
length. The influence of the intersymbol interference caused by the dispersive
channel can be reduced by increasing the duration of a transmitted data sym-
bol. This can be achieved by means of a multicarrier technique, consisting
of frequency-division multiplexing (FDM) [Cha66], [Bin90], [Zou95], [vdB99],
[Kal89], [Wei71], [Moe99b], [Bah99], [vNe00], [Lin99]: the available bandwidth
is divided into a number of narrow subchannels, each corresponding with a car-
rier of the multicarrier signal. The symbol sequence to be transmitted is split
into a large number of lower speed symbol streams, which each modulate in
parallel a carrier from a different subchannel. As the available bandwidth is
divided in many narrow subchannels, the frequency response over each sub-
channel is relatively flat. Hence, equalisation is potentially simpler than in a
single carrier system.

In the conventional FDM technique, the system bandwidth is divided into
non-overlapping subchannels. However, as each subchannel requires its own
carrier oscillator and narrowband filter with sharp cut-off (both at transmitter
and receiver), the number of subchannels is limited by the implementation com-
plexity. In the orthogonal frequency-division multiplexing (OFDM) technique,
a discrete Fourier transform (DFT) [Bin90], [Zou95], [vdB99], [Kal89], [Wei71],
[Moe99b], [Bah99], [vNe00], [Lin99] is used to modulate and demodulate the
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parallel data streams. In this technique, the subchannels are not band-limited
and spectrally overlap, so a high spectral efficiency can be achieved. The center
frequency of a subchannel is called the carrier frequency. In this multicarrier
technique, interference between carriers is eliminated by selecting the carrier
spacing equal to the reciprocal of the per carrier symbol period. The transmit-
ter and receiver of OFDM can be implemented efficiently by using fast Fourier
transform (FFT) techniques.

A problem encountered in the OFDM technique is that channel dispersion
destroys the orthogonality between the carriers, causing interference between
symbols. This problem is solved by inserting a cyclic extension of the OFDM
signal. When the duration of the cyclic prefix exceeds the duration of the
impulse response of the dispersive channel, the orthogonality between the carri-
ers is maintained and interference between symbols is avoided [Pel80], [Bin90],
[Zou95], [vdB99], [Kal89], [Wei71], [Bah99], [vNe00]. In this case, equalisation is
very simple and can be implemented as one-tap equalisers after demodulation.
However, as inserting a cyclic prefix reduces the power efficiency and the data
throughput, the cyclic prefix must be a small fraction of the per carrier symbol
duration [vdB99], [Pol97], [Ste99i], [Ste96], [Ste98c].

The OFDM technique is not a multiple access technique as all carriers of the
OFDM system are modulated with data symbols from a single user. To support
multiple users, OFDM must be combined with a multiple access scheme.

• OFDM in combination with TDMA: The time axis is divided in non-
overlapping time slots. A user is assigned a set of time slots. During each
of these time slots, the user transmits a number of data symbols by means
of the OFDM technique, occupying the whole system bandwidth.

• OFDM in combination with FDMA: The available bandwidth is divided
in non-overlapping frequency bands. A user is assigned a frequency band,
in which he transmits an OFDM signal as long as he is active.

• OFDM in combination with CDMA: Each user occupies the whole system
bandwidth (which is equal to the bandwidth of the OFDM signal) during
the whole time the user is active. Each user is assigned a unique spreading
sequence, which allows to separate the different users.

In the cases of OFDM combined with TDMA or FDMA, the signals of the
different users are physically separated in time or in frequency, respectively.
Hence, the signals belonging to the different users do not interfere and the system
can be interpreted as a number of point-to-point communication systems. In
the case of OFDM combined with CDMA, all users simultaneously occupy the
entire system bandwidth; this case will be discussed in chapter 6. The OFDM
technique has been proposed and/or accepted for various applications, such as
broadcasting of digital audio and digital television [Sar95], mobile radio [Pol97],
[Ste96], [Ste98c], [San95], [Chi95], [Tuf98], [Rus95] and transmission over twisted
pair cables [Chw91a], [Chw91b].
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Orthogonal frequency-division multiple access (OFDMA) is closely related
to OFDM. In the case of OFDMA, the sum of the different user signals can
be viewed as an OFDM signal, but with each carrier generated by a different
user instead of all carriers generated by the same user. The OFDMA technique,
where the carriers are spaced as densely as possible while maintaining the or-
thogonality between the carriers, is spectrally more efficient than traditional
FDMA, where the carriers occupy non-overlapping frequency bands. Further-
more, OFDMA is more advantageous as traditional FDMA, as an FFT is less
complex to implement than a bank of filters and oscillators. The OFDMA tech-
nique has been proposed as an access technique for the return path in a CATV
(community area television) network [Sar96], i.e., for the communication from
the users to the head-end.

In this chapter, we investigate the sensitivity of OFDM and OFDMA to
synchronisation errors for both the uplink and the downlink. The chapter is
organised as follows: in section 5.2, the OFDM system is considered. The
downlink and uplink OFDMA system is investigated in section 5.3. In section
5.4, we separately consider the influence of carrier phase errors and timing errors
on both OFDM and OFDMA in the case of an ideal channel. The effect of the
synchronisation errors on the OFDM and OFDMA system in the presence of a
dispersive channel is discussed in section 5.5, and in section 5.6 conclusions are
drawn.

5.2 Orthogonal Frequency Division Multiplex-
ing

When TDMA or FDMA is used as an access technique in combination with the
OFDM modulation technique, the OFDM signals transmitted to (downlink) or
transmitted by (uplink) the different users do not interfere as they are physically
separated in time or in frequency, respectively. In these cases, the system can be
interpreted asNu independent point-to-point OFDM systems, whereNu denotes
the number of active users. Furthermore, as the signals of the different users do
not interfere, it is clear that the difference in analysis between the downlink and
the uplink disappears and that we can focus on the OFDM system for a single
user. Without loss of generality, we use the terminology for the downlink.

The conceptual block diagram of the OFDM transmitter for a single user
is shown in figure 5.1. The complex-valued data symbols to be transmitted at
a rate Rs by the basestation to the considered user, are organised into blocks
of NFFT data symbols; ai,n denotes the nth data symbol of the ith block. In
OFDM, the available bandwidth is partitioned into NFFT subchannels, that
are made orthogonal be using a carrier spacing equal to the per carrier symbol
rate. The nth carrier is modulated by the symbols {ai,n|i = −∞, . . . ,+∞}
and the modulated carriers are summed before transmission. In a practical
implementation, the NFFT samples of the transmitted sequence during the ith
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Figure 5.1: Conceptual block diagram of the OFDM transmitter

block are generated by feeding the data symbols ai = [ai,0 . . . ai,NFFT−1]T to
an inverse fast Fourier transform (IFFT). The resulting time-domain samples
si = [si,0 . . . si,NFFT−1]T are given by

si,k =
1√

NFFT

NFFT−1∑

n=0

ai,ne
j2π kn

NFFT , k = 0, . . . , NFFT − 1 (5.1)

This can also be written as
si = Fai (5.2)

where Fk,n = (1/
√
NFFT ) exp(j2πkn/NFFT ) denotes the matrix corresponding

to the inverse FFT. Note that F is an orthogonal matrix, i.e., FF† = F†F =
INFFT , where INFFT is the identity matrix of order NFFT ×NFFT . In the pres-
ence of a dispersive channel, the orthogonality between the carriers is lost and
intercarrier interference (ICI) is introduced. Furthermore, interference between
adjacent transmitted OFDM blocks occurs, resulting in intersymbol interfer-
ence (ISI). To combat the interference introduced by the dispersive channel,
each OFDM block is preceded by a prefix of ν samples, containing a cyclic ex-
tension of the time-domain samples si. The resulting NFFT + ν time-domain
samples of the ith block are si = [si,−ν . . . si,NFFT−1]T , where the first ν sam-
ples are a duplication of the last ν samples: {si,k|k = −ν, . . . ,−1} = {si,k|k =
NFFT −ν, . . . , NFFT −1}. After a normalisation such that the energy per sym-
bol transmitted by carrier n equals Es,n, where Es,n = E[|ai,n|2], the resulting
time-domain sequence si yields

si =

√
NFFT

NFFT + ν
ΩFai (5.3)

where Ω is an (NFFT + ν)×NFFT matrix

Ω =

(
0 Iν
INFFT

)
(5.4)

and IM is the identity matrix of dimension M ×M and 0 is a matrix containing
only zeroes. Hence, the transmitter converts NFFT data symbols into a block
of NFFT + ν samples using the linear transformation Ttr,i (2.1):

Ttr,i =

√
NFFT

NFFT + ν
ΩF (5.5)
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Figure 5.2: Spectrum of the carriers

The time-domain sequence si (5.3) is multiplied with the transmit clock signal,
consisting of a periodic sequence of Dirac impulses, and is fed to the transmit
filter P (f), which is a square-root Nyquist filter with respect to the time interval
T = NFFT /((NFFT + ν)Rs). The resulting multicarrier signal s(t) (complex
baseband representation) is given by

s(t) =

+∞∑

i=−∞
si(t− i(NFFT + ν)T ) (5.6)

where

si(t) =

NFFT−1∑

k=−ν
si,kp(t− kT − τc) (5.7)

and τc is a time delay that represents the transmit clock phase. Hence, s(t)
can be viewed as a sequence of signals si(t), with si(t) containing the samples
si,k (k = −ν, . . . , NFFT − 1) that are a function of the data symbols ai,n (n =
0, . . . , NFFT − 1). The samples si,k (k = −ν, . . . , NFFT − 1) are referred to as
the ith OFDM block. Taking into account (5.3), si,k can be written as

si,k =
1√

NFFT + ν

NFFT−1∑

k=0

ai,ne
j2π kn

NFFT , k = −ν, . . . , NFFT − 1 (5.8)

As the spacing between the samples si,k equals T , the carriers of the multicarrier
signal s(t) are located at the frequencies n/(NFFTT ), n = 0, . . . , NFFT − 1.
Figure 5.2 shows the spectrum of some of the carriers. Note that the carriers
spectrally overlap.
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The multicarrier signal s(t) (5.6) is transmitted by the basestation to the
considered user. The transfer function from the basestation to the receiver of the
considered user is given by Hch(f ; τ). The output of the dispersive channel is
disturbed by additive white Gaussian noise (AWGN) wLP (t), with uncorrelated
real and imaginary parts, each having a power spectral density (psd) of N0/2.
Furthermore, the signal is affected by the carrier phase difference between the
carrier oscillator (for upconversion from baseband to bandpass) at the basesta-
tion and the carrier oscillator (for downconversion from bandpass to baseband)
at the receiver of the considered user. As all OFDM carriers are upconverted and
downconverted using the same carrier oscillators, all carriers exhibit the same
carrier phase difference θc−θ̂r(t), where θc is the carrier phase at the basestation

and θ̂r(t) is the estimated optimum carrier phase at the receiver of the consid-
ered user. The received complex baseband signal r(t) is applied to the receiver
filter and sampled at the instants t̂i(NFFT+ν)+k = ti(NFFT+ν)+k+εi(NFFT+ν)+kT .
The timing instants ti(NFFT+ν)+k = (k + i(NFFT + ν))T + τr,i(NFFT+ν)+k are
the optimum sampling instants, defined in (2.10), and εi(NFFT+ν)+k is the nor-
malised timing error at the instant ti(NFFT+ν)+k. Considering the case where
the channel and the carrier phase difference are slowly varying as compared to
the duration of the impulse response of the receiver filter, the received discrete
time-domain sequence vi = [vi,−ν . . . vi,NFFT−1]T at the output of the receiver
filter yields

vi,k =
+∞∑

i′=−∞

NFFT−1∑

k′=−ν
si′,k′heq(ti(NFFT+ν)+k−ti′(NFFT+ν)+k′ ; ti(NFFT+ν)+k)+wi,k

(5.9)
The impulse response heq(t; ti(NFFT+ν)+k) of the equivalent time-varying chan-
nel, defined in section 2.3.1, includes the synchronisation errors; its Fourier
transform with respect to the variable t is given by (2.15):

Heq(f ; ti(NFFT+ν)+k) = H(f ; ti(NFFT+ν)+k)

ejφ(ti(NFFT+ν)+k)−∆θ(ti(NFFT+ν)+k)

ej2πf(εi(NFFT+ν)+kT+∆τi(NFFT+ν)+k) (5.10)

In (5.10), the phase shift ∆θ(t) and the time delay ∆τi(NFFT+ν)+k depend on the
channel characteristics, φ(t) is the carrier phase error and H(f ; ti(NFFT+ν)+k) is
the transfer function of the cascade of the transmit filter, the dispersive channel
and the receiver filter, i.e., H(f ; τ) = Hch(f ; τ)|P (f)|2. The additive noise
component wi,k is the value of the matched filter output noise at the instant
t̂i(NFFT+ν)+k, originating from the noise contribution wLP (t).

For each transmitted OFDM block of NFFT+ν samples, the receiver removes
the ν samples corresponding to the cyclic prefix, and keeps the remaining NFFT

samples for further processing. In appendix D it is shown that the MMSE
receiver structure operating on these samples consists of an FFT of lengthNFFT ,
followed by NFFT one-tap equalisers. The equaliser coefficient gi,n scales and
rotates the nth FFT output during the ith block. The equaliser is implemented
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Figure 5.3: Channel and receiver structure for OFDM

as an MMSE equaliser and is computed using (2.51). The corresponding receiver
structure is shown in figure 5.3. The samples zi,n at the input of the decision
device are given by

zi,n = (DiF
†Ξvi)n (5.11)

where (Di)n,n′ = δn,n′gi,n is the diagonal matrix of the equaliser coefficients, F†

is the Hermitian of the matrix F (F† denotes the FFT operation) and the matrix
Ξ = (0 INFFT ) is an NFFT × (NFFT +ν) matrix. Note that ΞΩ = INFFT and
F†ΞΩF = F†F = INFFT . Hence, the receiver demodulates the received samples
vi by using NFFT linear transformations bi,n (2.5), where bi,n is the nth row
of the NFFT × (NFFT + ν) matrix DiFΞ. The sample zi,n at the input of the
decision device is decomposed into four contributions:

zi,n =

√
NFFT

NFFT + ν
ai,nIi,i,n,n +

√
NFFT

NFFT + ν

+∞∑

i′=−∞;i′ 6=i
ai′,nIi,i′,n,n

+

√
NFFT

NFFT + ν

+∞∑

i′=−∞;i′ 6=i

NFFT−1∑

n′=0;n′ 6=n
ai′,n′Ii,i′,n,n′ +Wi,n (5.12)

where

Ii,i′,n,n′ = gi,nAi,i′,n,n′ (5.13)

Ai,i′,n,n′ =
1

NFFT

NFFT−1∑

k=0

NFFT−1∑

k′=−ν
e
−j2π kn−k′n′NFFT ·

heq(ti(NFFT+ν)+k − ti′(NFFT+ν)+k′ ; ti(NFFT+ν)+k) (5.14)

The quantity Ai,i′,n,n′ denotes the contribution of the symbol ai′,n′ on the nth
FFT output during the ith OFDM block, while Ii,i′,n,n′ denotes the contribution
from the same symbol ai′,n′ to the input of the decision device. In (5.12), the
first contribution is the useful component. This contribution can be decomposed
further into an average useful component E[Ii,i,n,n] and a zero-mean fluctuation
Ii,i,n,n −E[Ii,i,n,n] about its average, i.e., the self-interference (SI). The second
contribution (i′ 6= i, n′ = n) is the intersymbol interference (ISI), caused by
the symbols transmitted on the considered carrier in other OFDM blocks. The
third contribution (n′ 6= n) denotes the intercarrier interference (ICI) at the nth



92 CHAPTER 5. OFDM(A)

output of the FFT, caused by the symbols transmitted on the other carriers.
The last contribution is the additive Gaussian noise term with variance

E[|Wi,n|2] = N0|gi,n|2 ∆
= N0σ

2
i,n (5.15)

To measure the performance of the OFDM system, we use the signal-to-noise
ratio (SNR) (2.59), which is the ratio of the power of the average useful compo-
nent PU to the sum of the powers of the self-interference PSI , the intersymbol
interference PISI , the intercarrier interference PICI and the noise. This yields

SNRi,n =

√
NFFT

NFFT+νEs,nPU,i,n

N0σ2
i,n + NFFT

NFFT+νEs,n(PSI,i,n + PISI,i,n + PICI,i,n)
(5.16)

where Es,n = E[|ai,n|2] is the energy per symbol on the nth carrier, and

PU,i,n = |E[Ii,i,n,n]|2
PSI,i,n = E[|Ii,i,n,n − E[Ii,i,n,n]|2]

PISI,i,n =
+∞∑

i′=−∞;i′ 6=i
E[|Ii,i′,n,n|2] (5.17)

PICI,i,n =
+∞∑

i′=−∞

NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n
E[|Ii,i′,n,n′ |2]

The instantaneous SNR (5.16) in general depends on the block index i and the
carrier index n. In many cases of practical interest, however, SNRi,n turns out
to be independent of the block index i.

In the case of an ideal channel (Hch(f ; τ) = 1) and in the absence of syn-
chronisation errors, the matched filter output samples are given by (see (2.6))

vi,k = si,k + wi,k k = −ν . . .NFFT − 1 (5.18)

where the noise contributions wi,k are Gaussian with E[w∗i,kwi′,k′ ] =
N0δi−i′δk−k′ , and si,k is given by (5.3). Removing the cyclic prefix and ap-
plying the remaining samples to the FFT yields the following expression for the
nth FFT output yi,n

yi,n =

√
NFFT

NFFT + ν
ai,n +Wi,n (5.19)

where

Wi,n =
1√

NFFT

NFFT−1∑

k=0

wi,ke
j2π kn

NFFT (5.20)

yielding E[|Wi,n|2] = N0. Note that yi,n contains the symbol ai,n, but no
other symbols: because of the orthogonality of the IFFT-matrix F, no ICI
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Figure 5.4: The OFDM signal

occurs (this implies that the transmitted carriers are orthogonal over the selected
interval of duration NFFTT ), and because of the non-dispersive channel, no ISI
occurs. The one-tap equaliser operating on yi,n has coefficients gi,n given by

gi,n = Es,n
√

NFFT
(NFFT+ν)/(N0 +Es,n

NFFT
(NFFT+ν) ); note that gi,n does not depend on

the block index i. Taking into account that E[|ai,n|2] = Es,n, the SNR resulting
from (5.16) is independent of the block index i, and yields

SNRn(0) =
NFFT

NFFT + ν

Es,n
N0

(5.21)

The factor NFFT /(NFFT +ν) in (5.21) accounts for the loss of power efficiency,
that results from not using the ν samples that are contained in the cyclic prefix.

When a dispersive channel or/and synchronisation errors are present, the
SNR is reduced, as compared to the case of an ideal channel and in the absence
of synchronisation errors. The degradation of the SNR as compared to SNRn(0)
(expressed in dB), caused by the dispersive channel and the synchronisation
errors, depends on the block index i and the carrier index n and is given by

Degi,n = −10 log

(
PU,i,n

σ2
i,n + SNRn(0)(PSI,i,n + PISI,i,n + PICI,i,n)

)
(5.22)

Let us consider the case of a sufficient cyclic prefix length, i.e., the duration
of the impulse response heq(t; ti(NFFT+ν)+k) does not exceed the duration of
the cyclic prefix (heq(t; ti(NFFT+ν)+k) = 0 for t < 0 or t > νT ). In this case,
the transients at the boundaries of an OFDM block disturb the adjacent blocks
only during the cyclic prefix, as shown in figure 5.4. As the receiver selects
the samples outside the cyclic prefix, no intersymbol interference is introduced
(Ii,i′,n,n′ = 0, for i′ 6= i, i.e., PISI,n = 0). In appendix D it is shown that in this
case, the quantities Ai,i′,n,n′ (5.14) reduce to

Ai,i′,n,n′ = δi,i′
1√

NFFT

NFFT−1∑

k=0

e
−j2π k(n−n′)

NFFT Gn′(ti(NFFT+ν)+k) (5.23)

where

Gn(ti(NFFT+ν)+k) =
1

T

+∞∑

m=−∞
Heq

(
n

NFFTT
+
m

T
; ti(NFFT+ν)+k

)
(5.24)

is the folded transfer function of the equivalent time-varying filter defined in
(5.10), evaluated at the carrier frequencies n/(NFFTT ).



94 CHAPTER 5. OFDM(A)

5.3 Orthogonal Frequency Division Multiple
Access

In orthogonal frequency division multiple access (OFDMA), the data streams
that are transmitted on the different carriers belong to different users. Hence,
the signals of the different users are partially overlapping in frequency. In this
case, when the orthogonality between the different carriers is lost, interference
between the different users occurs. Hence, the analysis for downlink and uplink
OFDMA differs. In the following, we separately consider the cases of downlink
and uplink OFDMA.

5.3.1 Downlink OFDMA

In downlink OFDMA, the signals transmitted to the different users are synchro-
nised at the basestation. Hence, the timing errors of the different signals are the
same. Furthermore, as all transmitted carriers are upconverted with the same
carrier oscillator, the carrier phase errors are the same for the contributions of
all users. In addition, the contributions of the different users at the receiver of
user n have experienced the same channel transfer function. Hence, the anal-
ysis for downlink OFDMA is identical as for the OFDM system, described in
the previous section. However, in downlink OFDMA, terminology is different
from that in OFDM. The conceptual block diagram of the downlink OFDMA
transceiver is shown in figure 5.5. In downlink OFDMA, the data symbol ai,n
denotes the ith data symbol transmitted to user n and Es,n = E[|ai,n|2] is the
energy per symbol transmitted to user n. A similar analysis as for OFDM yields
the samples zi,n (5.12), which are used to take decisions about the data sym-
bols ai,n. The samples zi,n (5.12) can be decomposed into a useful component
(i′ = i, n′ = n), intersymbol interference (n = n′, i′ 6= i), multiuser interference
(n′ 6= n) and noise. The multiuser interference term in the case of downlink
OFDMA has the same structure as the intercarrier interference term in the case
of OFDM. In the following, we use the term intercarrier interference instead of
multiuser interference for the convenience of a single notation for both OFDM
and OFDMA. Similarly as for OFDM, the signal-to-noise ratio (5.16) is defined
for downlink OFDMA.

5.3.2 Uplink OFDMA

In the case of uplink OFDMA, the transmitters of the different users are on
different locations. The transmitter of each user generates a clock signal and
a carrier oscillator signal, of which the frequencies and phases are estimated
from a network synchronisation signal that is broadcast by the base station.
At the base station, the sum of the received user signals is downconverted and
sampled by means of a carrier oscillator and a sampling clock, that have phases
corresponding to the network synchronisation signal. This implies that the
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Figure 5.5: Downlink OFDMA transceiver structure

signals transmitted by the different users exhibit different synchronisation errors.
The uplink OFDMA communication system is shown in figure 5.6. The time-
varying carrier phase θc,n(t) and the clock phase, represented by the time delay
τi(NFFT+ν)+k,n, include the time-varying carrier phase errors and timing errors,
made by the transmitter in the estimation of the frequencies and phases from
the network reference synchronisation signal, as shown in section 2.4. The time-
domain sequence si,n = [sni,−ν . . . s

n
i,NFFT−1]T transmitted by user n is given by

sni,k =
1√

NFFT + ν
ai,ne

j2π kn
NFFT (5.25)

Hence, in the case of uplink OFDMA, the linear transformation Ttr,i,n (2.1)
converts one data symbol into a block of NFFT +ν samples. The (NFFT +ν)×1
transmitter matrix Ttr,i,n of user n consists of the nth row of the matrix defined
in (5.5). The transmitted sequence si,n is multiplied with the transmit clock
signal and applied to the transmit filter, yielding the continuous-time signal
sn(t)

sn(t) =
+∞∑

i=−∞

NFFT−1∑

k=−ν
sni,kp(t− (k + i(NFFT + ν))T − τi(NFFT+ν)+k,n) (5.26)

The transfer function from the transmitter of user n to the basestation is
given by Hch,n(f ; τ). The output of the dispersive channel is affected by the
carrier phase difference θc,n(t) − θr, where θr is the phase of the basestation
carrier oscillator. The basestation receives the sum of the signals transmitted
by the different users, disturbed by additive white Gaussian noise wLP (t). The
resulting signal r(t) is applied to the receiver filter and sampled at the instants
ti(NFFT+ν)+k = (k + i(NFFT + ν))T + τr, where τr represents the time-delay
corresponding to the phase of the basestation clock. Assuming the dispersive
channels and the carrier phase differences are slowly varying as compared to
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Figure 5.6: Transceiver structure for uplink OFDMA

the duration of the impulse response of the receiver filter and the timing errors
are slowly varying as compared to the duration of the impulse response of the
composite channel (consisting of the cascade of the transmit filter, the channel
and the receiver filter) it is shown in section 2.4 that the time-domain samples
vi = [vi,−ν . . . vi,NFFT−1]T at the output of the receiver filter yield

vi,k =
+∞∑

i=−∞

NFFT−1∑

k=−ν

NFFT−1∑

n=0

sni′,k′ ·

heq,n(ti(NFFT+ν)+k − ti′(NFFT+ν)+k′ ; ti(NFFT+ν)+k) + wi,k(5.27)

where wi,k is the matched filter output noise value at the instant ti(NFFT+ν)+k,
and heq,n(t; ti(NFFT+ν)+k) is the impulse response of the equivalent time-varying
filter whose Fourier transform with respect to the variable t is

Heq,n(f ; ti(NFFT+ν)+k) = Hn(f ; ti(NFFT+ν)+k) ·
ej(φn(ti(NFFT+ν)+k)−∆θn(ti(NFFT+ν)+k)) ·
ej2πf(εi(NFFT+ν)+k,nT+∆τi(NFFT+ν)+k,n) (5.28)

where Hn(f ; τ) = Hch,n(f ; τ)|P (f)|2. In (5.28), φn(t) and εi(NFFT+ν)+k,nT are
respectively the carrier phase error and the timing error of the signal trans-
mitted by user n, as defined in (2.26); the phase shift ∆θn(t) and the time
delay ∆τi(NFFT+ν)+k,n depend on the channel characteristics and are defined in
(2.25).

The receiver keeps the NFFT samples outside the cyclic prefix for further
processing, and applies these samples to the FFT. The FFT outputs are fed
to one-tap equalisers with coefficients gi,n that scale and rotate the nth FFT
output during the ith block, resulting in the samples zi,n (5.12) at the input of
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the decision device, where Ii,i′,n,n′ is given by (5.13) and

Ai,i′,n,n′ =
1

NFFT

NFFT−1∑

k=0

NFFT−1∑

k′=−ν
e
−j2π kn−k′n′NFFT ·

heq,n(ti(NFFT+ν)+k − ti′(NFFT+ν)+k′ ; ti(NFFT+ν)+k) (5.29)

Similarly as in OFDM and downlink OFDMA, the samples zi,n can be decom-
posed into a useful component, intersymbol interference, intercarrier interference
(which corresponds with the multiuser interference) and noise. The variance of
the noise contribution is given by (5.15) and the interference powers are given
by (5.17). Furthermore, the SNR can be defined as (5.16), considering the
quantities Ai,i′,n,n′ given by (5.29).

In the case of a sufficient cyclic prefix length, the quantities Ai,i′,n,n′ (5.29)
reduce to

Ai,i′,n,n′ = δi,i′
1√

NFFT

NFFT−1∑

k=0

e
−j2π k(n−n′)

NFFT Gn′(ti(NFFT+ν)+k) (5.30)

where

Gn(ti(NFFT+ν)+k) =
1

T

+∞∑

m=−∞
Heq,n

(
n

NFFTT
+
m

T
; ti(NFFT+ν)+k

)
(5.31)

is the folded transfer function of the equivalent time-varying filter defined in
(5.28), evaluated at the carrier frequencies n/(NFFTT ).

5.4 Effect of Synchronisation Errors

In OFDM and downlink OFDMA, the signals corresponding to the different
users are perfectly aligned at the transmitter. In uplink OFDMA, where each
user generates one carrier signal, usually a timing misalignment between the in-
dividual carrier signals occurs when these signals reach the base station, because
the different transmitter clocks are not perfectly synchronised. In the following,
we assume that this misalignment is kept small, because the transmitter timing
is derived from a synchronisation signal sent from the base station to the users.

Further, we assume that the length νT of the cyclic prefix is sufficiently
longer than the duration Tch of the impulse response of the composite channel
with transfer function Hch,n(f ; τ)|P (f)|2, so that small timing errors do not
cause interference between different OFDM(A) blocks. The situation for OFDM
and downlink OFDMA is depicted in figure 5.7. As the transient from the
previous block is limited to the first part (of duration Tch) of the cyclic prefix,
all receiver timings between the earliest and latest timing indicated in figure
5.7 provide a block of NFFT samples that are not affected by interference from
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other blocks. The case of uplink OFDMA is considered in figure 5.8. For each
user, the transmitter timing should be between the earliest and latest timing
indicated in figure 5.8, in order that the NFFT samples to be processed at the
basestation be free from interference from other blocks.

In this section, we investigate the effect of carrier phase errors and timing
errors on the performance of OFDM and OFDMA systems. To clearly iso-
late the effect of synchronisation errors, we consider the case of an ideal chan-
nel, i.e., Hch,n(f ; τ) = 1, ∀n. In this case, the channel dependent time delay
∆τi(NFFT+ν)+k,n and phase shift ∆θn(t) in (5.10) and (5.28) are zero. The ef-
fect of the synchronisation errors in the presence of a dispersive channel will be
investigated in section 5.5.

5.4.1 Carrier Phase Errors

In this section, the sensitivity of OFDM and OFDMA to carrier phase errors is
investigated in the absence of timing errors (εi(NFFT+ν)+k,n = 0). In this case,
(5.24) and (5.31) yield

Gn(ti(NFFT+ν)+k) = ejφn(ti(NFFT+ν)+k) (5.32)
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In the case of OFDM and downlink OFDMA, the different carriers exhibit the
same carrier phase error φn(t) = φ(t) as they are upconverted by the same
carrier oscillator. In uplink OFDMA, all carriers exhibit different carrier phase
errors, as they are upconverted by different carrier oscillators. In the following,
the cases of a constant phase offset, a carrier frequency offset and carrier phase
jitter are considered.

Constant Phase Offset

A constant mismatch between the carrier oscillators of the transmitter and the
receiver introduces a constant phase offset φn(t) = φn. In OFDM and downlink
OFDMA, the constant phase offset is the same for all carriers, i.e., φn = φ.
Hence, this constant phase offset introduces a carrier-independent rotation of
the FFT outputs as compared to a zero phase offset. In uplink OFDMA, where
each carrier exhibit a different constant phase offset, each carrier is rotated over a
different angle φn. However, neither in the case of OFDM or downlink OFDMA,
nor for uplink OFDMA, the constant phase offset affects the orthogonality be-
tween the different carriers. Hence, no intercarrier interference is introduced
and the quantities Ai,i′,n,n′ (5.23) in the case of OFDM and downlink OFDMA
reduce to Ai,i′,n,n′ = δi,i′δn,n′ exp(jφ), while in the case of uplink OFDMA the
quantities Ai,i′,n,n′ (5.29) reduce to Ai,i′,n,n′ = δi,i′δn,n′ exp(jφn). Hence, when
no correction is applied (gi,n = 1), the samples zi,n at the input of the decision
device are rotated over a constant angle, as shown in figure 5.9. To compen-
sate for the reduction of the noise margins introduced by the constant phase
offset, the equaliser introduces a rotation over (an estimate of) the angle −φ for
OFDM and downlink OFDMA (i.e., (gMMSE)i,n = Cn exp(−jφ)) and over (an
estimate of) the angle −φn for uplink OFDMA ((gMMSE)i,n = Cn exp(−jφn)),
where

Cn =

√
NFFT

NFFT+ν

√
Es,n

N0 + NFFT
NFFT+νEs,n

(5.33)

are the MMSE equaliser coefficients in the absence of carrier phase errors. Note
that the MMSE equaliser depends of the carrier index n, but is independent
of the block index i. The resulting samples at the input of the decision device
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consist of the useful component disturbed by additive noise. The variance of
the noise is given by (5.15). As we observe in (5.15), a phase rotation of the
FFT outputs has no influence on the noise variance. Hence, a constant phase
offset is compensated by the MMSE equaliser without loss of performance. In
this case, the SNR is equal to SNRn(0), given by (5.21).

Carrier Frequency Offset

In section 2.3.2, it has been shown that the effect of a carrier frequency offset
∆Fn is twofold. First, a carrier frequency offset introduces a frequency shift of
the transmitted signal. It is shown in chapter 3 that the frequency shift causes
signal distortion and power loss, as a part of the received downconverted signal
falls outside the bandwidth of the receiver filter. This frequency shift results
in a reduction of the useful component in the receiver filter output samples vi
and the introduction of interference. In chapter 3, it has been shown that the
degradation caused by the frequency shift is small when the carrier frequency
offset is small as compared the bandwidth of the receiver filter, i.e., ∆FnT � 1.
Further, a carrier frequency offset introduces a rotation at a constant speed
of 2π∆Fn rad/s of the receiver filter output samples vi (5.9). The rotating
samples vi are applied to the FFT. In the following, we will show that this
rotation reduces the useful component and introduces ICI at the outputs of the
FFT. As the FFT behaves like a bank of filters, each with a bandwidth in the
order of 1/(NFFTT ), the frequency offset ∆Fn must satisfy ∆FnT � 1/NFFT
in order to keep the degradation at the FFT outputs within reasonable bounds.
Assuming ∆FnT � 1/NFFT , the effect of the frequency shift at the output
of the receiver filter will be neglected in the following analysis, i.e., only the
rotation of the samples vi will be taken into account.

A carrier frequency offset between the transmitter and receiver carrier os-
cillators introduces a carrier phase error that linearly increases with time:
φn(t) = 2π∆Fnt+φn(0). Without loss of generality, we assume that φn(0) = 0.

In OFDM and downlink OFDMA, the carrier phase errors are the same for
all carriers, i.e., ∆Fn = ∆F, ∀n. Let us investigate the nth FFT output during
the ith OFDM block. Using (5.32), the quantities Ai,i′,n,n′ (5.23) are given by

Ai,i′,n,n′ = δi,i′e
j2π∆FTi(NFFT+ν)D

(
n′ − n
NFFT

+ ∆FT

)
(5.34)

where

D(x) =
1

NFFT

NFFT−1∑

n=1

ej2πnx = ejπ(NFFT−1)x sinπNFFTx

NFFT sinπx
(5.35)

For small x, the approximations sin(πx) ≈ πx holds, so that D(x) is essentially
a function of NFFTx. As we observe in (5.34), the carrier frequency offset
introduces a rotation of the FFT outputs at a constant speed of 2π∆FT (NFFT+
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Figure 5.10: Shape of |D(x)|, NFFT = 8

ν) rad/block. Observing the shape of |D(x)| (see figure 5.10), it follows that
the useful component |Ai,i,n,n| at the FFT output is reduced as compared to
the case of a zero carrier frequency offset. This useful component becomes zero
when ∆F is a multiple of 1/(NFFTT ). In order to keep this reduction small, it
is required that |∆FT | � 1/NFFT . In addition, intercarrier interference (ICI)
occurs (|Ai,i′,n,n′ | 6= 0 for n′ 6= n). From the shape of |D(x)| it follows that most
of the ICI comes from the carriers that are nearest to the considered carrier.

The MMSE equaliser has equaliser coefficients

(gMMSE)i,n = C∆F,ne
−j2π∆FTi(NFFT+ν)D∗(∆FT ) (5.36)

where C∆F,n is a real-valued positive factor that is a function of ∆F and depends
on the carrier index n. In (5.36), it is observed that the equaliser compensates for
the systematic phase rotation of the FFT outputs. Furthermore, it follows from
(5.36) and (5.23) that the useful component Ii,i,n,n at the input of the decision
device is real and positive. However, the equaliser is not able to eliminate
the ICI (Ii,i′,n,n′ 6= 0 for n′ 6= n). Hence, the OFDM and downlink OFDMA
systems are degraded as compared to the case of a zero frequency offset. This
degradation is caused by the rotation of the samples vi at the output of the
receiver filter and increases with increasing |NFFT∆FT |.

When the energy per symbol is equal for all carriers, i.e., Es,n = Es, n =
0, . . . , NFFT − 1, it can be verified that the factor C∆F,n (in 5.36) and the
resulting SNR (5.16) become independent of the carrier index n and block index
i. In this case, the SNR (5.16) yields

SNR =
SNR(0)|D(∆FT )|2

1 + SNR(0)(1− |D(∆FT )|2)
(5.37)



102 CHAPTER 5. OFDM(A)

where SNR(0) = (NFFT /(NFFT + ν))Es/N0. The degradation (5.22) of the
SNR as compared to SNR(0) (5.21), introduced by the carrier frequency offset,
is independent of the carrier index n and the block index i and is given by

Deg = −10 log

( |D(∆FT )|2
1 + SNR(0)(1− |D(∆FT )|2)

)
(5.38)

In the case of uplink OFDMA, all carriers are affected by a different carrier
frequency offset. In this case, the quantities Ai,i′,n,n′ (5.23) yield

Ai,i′,n,n′ = δi,i′e
j2π∆Fn′Ti(NFFT+ν)D

(
n′ − n
NFFT

+ ∆Fn′T

)
(5.39)

Hence, the contributions of the different transmitted carriers at the nth
FFT output are rotating at different constant speeds of 2π∆Fn′T (NFFT + ν)
rad/block. Assuming the basestation is able to estimate the different carrier
frequency offsets ∆Fn′ , the MMSE equaliser for carrier n during the ith block
is given by

(gMMSE)i,n = C∆F,ne
−j2π∆FnTi(NFFT+ν)D∗(∆FnT ) (5.40)

where C∆F,n is a real-valued positive factor that is a function of ∆Fn′ , n
′ =

0, . . . , NFFT −1 and depends on the carrier index n. This factor, in general, dif-
fers from the corresponding factor in (5.36) for OFDM and downlink OFDMA.
As we observe in (5.40), the equaliser compensates for the systematic phase rota-
tion of the useful component. After equalisation, the contributions of the other
carriers are still rotating at a constant speed of 2π(∆Fn′ −∆Fn)T (NFFT + ν)
rad/block. However, the magnitudes |Ii,i′,n,n′ | of the interference terms are
independent of the block index i. This implies that the resulting SNR is in-
dependent of the block index i but depends on the carrier index n. Further-
more, the SNR depends on the different carrier frequency offsets, i.e., ∆Fn′ ,
n′ = 0, . . . , NFFT − 1. When in uplink OFDMA all carriers are affected by
the same carrier frequency offset, the results are the same as for OFDM and
downlink OFDMA.

The degradation (5.38) is shown in figure 5.11. We observe that the
OFDM(A) system is very sensitive to a carrier frequency offset. Hence, to
obtain small degradations, the carrier frequency offset must be limited, i.e.,
∆FT � 1/NFFT . In this case, the degradation is essentially proportional to
(NFFT∆FT )2.

The OFDM(A) system is simulated in the absence of additive noise (N0 = 0),
for NFFT = 64 carriers with QPSK modulation, the energy per symbol equal for
all carriers (Es,n = Es) and all carriers exhibit the same carrier frequency offset
∆FT = 2.10−3. In figure 5.12, the scatter diagram is shown when no equaliser
is present (gi,n = 1). As we observe, the rotation at a speed 2π∆FT (NFFT +ν)
rad/block of the samples zi,n at the input of the decision device introduces
a systematic rotation of the constellation points in the scatter diagram. The
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Figure 5.11: Carrier frequency offset, Es,n = Es

equaliser (5.36) compensates for the systematic phase rotation. In figure 5.13,
the scatter diagram is shown for all carriers modulated and for the MMSE
equaliser (5.36). The circular cloud in the scatter diagram can be explained as
follows. As the ICI consists of a large number of uncorrelated contributions,
it can be approximated by a (complex-valued) Gaussian noise variable. The
contribution from the symbol ai,n′ is proportional to ai,n′Ii,i,n,n′ . Assuming
that E[a2

i,n′ ] = 0 (which holds for M-PSK constellations with M > 2 and for M-
QAM constellations), it follows that the real and imaginary parts of ai,n′Ii,i,n,n′

are uncorrelated and have the same variance. Consequently, the ICI can be
approximated by a Gaussian random variable whose real and imaginary parts
have the same variance and are statistically independent. The distribution of
such a complex-valued Gaussian random variable is rotationally invariant, which
explains the circular shape of the clouds in the scatter diagram. In table 5.1,
the mean square deviation of the samples at the input of the decision device is
shown for the simulations of figure 5.13. As we observe, the theoretical results
agree well with the simulation results.

When the degradation caused by the carrier frequency offset can not be
tolerated, carrier frequency correction must be applied. In OFDM and downlink
OFDMA the frequency offset is the same for all carriers. Hence, the carrier
frequency can be corrected at the receiver in front of the FFT. When this
correction is applied after the receiver filter, there is still the degradation caused
by the frequency shift of the received signal with respect to the receiver filter.
In uplink OFDMA, each carrier has a different frequency offset. The receiving
base station can correct only the common frequency offset; differential frequency
offsets should be corrected at the transmitters. When the base station has a fixed
carrier for downconversion, the transmitters should correct the entire frequency
offsets.

When the carrier frequency correction in the case of OFDM and downlink
OFDMA is applied after the receiver filter, i.e., the systematic phase rotation
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Figure 5.12: Carrier frequency offset, all carriers modulated, no equaliser (gi,n =
1), NFFT = 64,∆FT = 2.10−3, Es,n = Es

Figure 5.13: Carrier frequency offset, all carriers modulated, equaliser, NFFT =
64,∆FT = 2.10−3, Es,n = Es

Table 5.1: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
5.27E − 2 5.33E − 2
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is compensated in front of the FFT, the quantities Ai,i′,n,n′ (5.23) are given by

Ai,i′,n,n′ = δi,i′δn,n′Gn(∆F ) (5.41)

where

Gn(∆Fn) =
1

T

+∞∑

m=−∞
P

(
n

NFFTT
+
m

T

)
P ∗
(

n

NFFTT
+
m

T
+ ∆F

)
(5.42)

Hence, the nth FFT output during the ith block contains only the useful
data symbol ai,n. This implies that a carrier frequency offset introduces no
interference between symbols. Let us consider the case of the transmit and
receiver filter being square-root raised-cosine filters with rolloff α (see ap-
pendix B). In this case, the transmit and receiver filter are bandwidth lim-
ited, i.e., P (f) = 0 for |f | > (1 + α)/2T , 0 ≤ α ≤ 1. The frequency interval
(1−α)/2T ≤ |f | ≤ (1+α)/2T is denoted the rolloff area. For carrier frequencies
n/(NFFTT ) inside K(∆F ) = [min((1 − α)/2T ; (1 − α)/2T − ∆F )); max((1 +
α)/2T ; (1 + α)/2T −∆F ))], the sum (5.42) reduces to two terms, for which it
can be verified that

|Gn(∆F )| ≤ 1,
n

NFFTT
∈ K(∆F ) (5.43)

For carrier frequencies n/(NFFTT ) outside the interval K(∆F ), the sum (5.42)
reduces to only one term

Gn(∆F ) = 1,
n

NFFTT
ninK(∆F ) (5.44)

The set of carriers that fall inside the interval K(∆F ) corresponds to the set
of carriers inside the rolloff area extended with one or more carriers adjacent
to the rolloff area that are affected by the frequency shift. Figure 5.14 shows
the amplitude of the FFT outputs as function of the carrier index. Hence,
for carrier frequencies n/(NFFTT ) outside K(∆F ), the frequency shift has no
influence on the FFT outputs, which implies that these carriers are not de-
graded. For carrier frequencies n/(NFFTT ) inside K(∆F ), the frequency shift
causes a reduction of the amplitude of the useful component. This amplitude
reduction, however, is small when the carrier frequency offset is small. The one-
tap equaliser at the FFT output is not able to compensate for the reduction
of the amplitude of the useful component without enhancing the noise power
level. Hence, carriers n/(NFFTT ) inside K(∆F ) are degraded. The degrada-
tion (5.22) of the SNR as compared to SNRn(0) (5.21) caused by the carrier
frequency offset yields Degn = −10log(|Gn(∆F )|2). This degradation is caused
by the frequency shift and depends on the product ∆FT . Figure 5.15 shows
the degradation for n = NFFT /2 where the reduction of the amplitude, hence
the degradation is maximum (see figure 5.14). As we observe, the degradation
is small when the carrier frequency offset is small, i.e., ∆FT � 1. This degra-
dation is independent of the number of carriers, and only depends on ∆FT (see
(5.42)).



106 CHAPTER 5. OFDM(A)

Figure 5.14: Reduction of the amplitude caused by the frequency shift of the
transmitted signal, NFFT = 64

Carrier Phase Jitter

To get rid of a carrier frequency offset and a constant phase offset, the total
phase to be used by the carrier oscillator is estimated from the received signal
by means of a synchronisation algorithm. In this case, the resulting phase error
is called ’carrier phase jitter’, and can be modelled as a zero-mean stationary
random process with jitter power spectral density Sφ,n(f) and jitter variance
σ2
φ,n.

In OFDM and downlink OFDMA, the phase jitter is the same for all carriers,
i.e., φn(t) = φ(t), n = 0, . . . , NFFT−1. We assume that for small jitter variances
σ2
φ � 1, the approximation exp(jφ(t)) ≈ 1 + jφ(t) can be used. In this case,

the quantities Ai,i′,n,n′ (5.23) reduce to

Ai,i′,n,n′ = δi,i′

(
δn,n′ +

1

NFFT

NFFT−1∑

k=0

jφ(ti(NFFT+ν)+k)e
−j2π k(n−n′)

NFFT

)
(5.45)

Because of the random nature of the carrier phase jitter, self-interference is
introduced. When the carrier phase jitter rapidly varies as compared to the av-
eraging time of the MMSE equaliser, the equaliser is not able to track the jitter.
The equaliser then averages the variations caused by the carrier phase jitter.
As for small jitter variances, the average of exp(jφ(t)) can be approximated by
E[exp(jφ(t))] ≈ E[1 + jφ(t)] = 1, the MMSE equaliser is essentially the same
as in the absence of synchronisation errors and yields (gMMSE)i,n = Cn, where
Cn is given by (5.33). The resulting powers of the average useful component,
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Figure 5.15: Carrier frequency offset, systematic rotation compensated in front
of FFT, n = NFFT /2, α = 0.1

the self-interference, the intercarrier interference (5.17) and the noise (5.15) are
given by

PU,n = |Cn|2

PSI,n = |Cn|2
∫ +∞

−∞
Sφ(f)|D(fT )|2df

PICI,n = |Cn|2
NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n

∫ +∞

−∞
Sφ(f)

∣∣∣∣D
(
n′ − n
NFFT

+ fT )

) ∣∣∣∣
2

df

E[|Wi,n|2] = N0|Cn|2 (5.46)

where D(x) is defined in (5.35). We observe from (5.46) that the powers of
the average useful component, the self-interference, the intercarrier interference
and the noise depend on the carrier index n, but are independent of the block
index i. When the energy per symbol is equal for all carriers, i.e., Es,n = Es
(n = 0, ..., NFFT − 1), the factor Cn becomes independent of the carrier index
n, i.e., Cn = C. In this case, the intercarrier interference becomes independent
of the carrier index n and is given by

PICI = |C|2
∫ +∞

−∞
Sφ(f)(1− |D(fT )|2)df (5.47)

When the energy per symbol is the same for all carriers, it follows from figure
5.16, the second equation of (5.46) and (5.47) that the self-interference and
the intercarrier interference mainly consist of the low frequency components
(|f | < 1/(NFFTT )) and the high frequency components (|f | > 1/(NFFTT )) of
the jitter spectrum Sφ(f), respectively. Furthermore, the sum of the powers
of the self-interference and the intercarrier interference becomes independent
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Figure 5.16: The weight functions |D(fT )|2 and (1− |D(fT )|2), NFFT = 16

of the spectral contents of the jitter and of the number of carriers, but only
depends on the jitter variance σ2

φ, given by

σ2
φ =

∫ +∞

−∞
Sφ(f)df (5.48)

In this case, the degradation (5.22) of the SNR, caused by the carrier phase
jitter, is independent of the spectral contents of the jitter and the number of
carriers, but only depends on the jitter variance:

Deg = 10 log
(
1 + SNR(0)σ2

φ

)
(5.49)

where SNR(0) = (NFFT /(NFFT +ν))Es/N0. Note that the degradation (5.49)
is very similar to the degradation in the case of the single carrier systems (see
(3.22) and (4.25)).

In the case of uplink OFDMA, all carriers are affected by different carrier
phase jitter processes. Assuming the jitter variances are small, the quantities
Ai,i′,n,n′ (5.23) can be approximated by

Ai,i′,n,n′ = δi,i′

(
δn,n′ +

1

NFFT

NFFT−1∑

k=0

jφn′(ti(NFFT+ν)+k)e
−j2π k(n−n′)

NFFT

)

(5.50)
Similarly as for OFDM and downlink OFDMA, the MMSE equaliser essentially
equals (5.33) for small jitter variances. The powers of the average useful com-
ponent and the noise are the same as for OFDM and downlink OFDMA and
are given by (5.46). The powers of the self-interference and the intercarrier
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Figure 5.17: Carrier phase jitter, all carriers modulated, Es,n = Es

f
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Figure 5.18: Jitter spectrum

interference are given by

PSI,n = |Cn|2
∫ +∞

−∞
Sφ,n(f)|D(fT )|2df

PICI,n = |Cn|2
NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n

∫ +∞

−∞
Sφ,n′(f)

∣∣∣∣D
(
n′ − n
NFFT

+ fT

) ∣∣∣∣
2

df (5.51)

When all jitter processes in the case of uplink OFDMA have the same jitter
spectrum Sφ,n(f) = Sφ(f) and, hence, the same jitter variance σ2

φ,n = σ2
φ, the

results for uplink OFDMA are the same as for OFDM and downlink OFDMA.

In figure 5.17, the degradation (5.49) is shown as function of the jitter
variance when the energy per symbol the same for all carriers (Es,n = Es,
n = 0, . . . , NFFT − 1). In this case, the degradation is independent of the
number of carriers. For a small jitter variance, the degradation is essentially
proportional to σ2

φ.

The OFDM(A) system is simulated in the absence of additive noise (N0 = 0),
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for NFFT = 64 carriers with QPSK modulation and the energy per symbol equal
for all carriers (Es,n = Es, n = 0, . . . , NFFT −1). All carriers are affected by the
same carrier phase jitter process with a jitter spectrum having the shape shown
in figure 5.18, with jitter variance σ2

φ = 5.10−3 rad2. Figures 5.19 and 5.20 show
the scatter diagram for fL = 0, fB = 1/(NFFTT ) and fL = 2/(NFFTT ), fB =
4/(NFFTT ), respectively. Although the mean-square deviation of the samples
at the input of the decision device is independent of the spectral contents of
the jitter, the scatter diagrams differ significantly. This can be explained as
follows. When fL = 0, fB = 1/(NFFTT ), it follows from figure 5.16, (5.46)
and (5.47) that the dominant interference term is the self-interference. In this
case, the jitter gives rise to a random phase rotation of the useful component
(see (5.45) with i = i′, n = n′). Hence, the scatter diagram shows mainly an
angular displacement of the constellation points. When fL = 2/(NFFTT ), fB =
4/(NFFTT ), the dominant interference term is the intercarrier interference. As
the intercarrier interference term has uncorrelated real and imaginary parts, of
which the variances are equal, the scatter diagram shows circular clouds. In
table 5.2, the mean square deviation of the samples at the input of the decision
device is shown for the simulations of figures 5.19 and 5.20. As we observe, the
simulation results agree well with the theoretical results.

Not All Carriers Modulated

In section 5.4.2, we will show that a performance degradation in the presence
of a timing offset can be avoided by modulating not all NFFT carriers. Carriers
that are not used for data transmission have zero amplitude. Denoting the
number of modulated carriers by Ncarr, the relation between the symbol rate
Rs and the sampling rate 1/T becomes: 1/T = Rs(NFFT +ν)/Ncarr. Assuming
that the energy per symbol equals Es for those carriers that are modulated, the
degradations (5.38) and (5.49) represent upper bounds when Ncarr < NFFT .
These upper bounds are very tight when the fraction of unmodulated carriers
is small.

5.4.2 Timing Errors

In this section, we investigate the sensitivity of OFDM and OFDMA to timing
errors in the absence of carrier phase errors (φn(t) = 0). As explained in section
5.4, we will assume that the cyclic prefix is sufficiently long to cope with the
timing errors, so that the NFFT samples per block that are processed by the
receiver are not affected by interference from other blocks. In this case, (5.24)
yields

Gn(ti(NFFT+ν)+k)=
1

T

+∞∑

m=−∞

∣∣∣∣∣P
(

n

NFFTT
+
m

T
)

) ∣∣∣∣∣

2

e
j2πεi(NFFT+ν)+k

(
n

NFFT
+m

)

(5.52)
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Figure 5.19: Carrier phase jitter, all carriers modulated, Es,n = Es, fL =
0, fB = 1/(NFFTT ), NFFT = 64, σ2

φ = 5.10−3 rad2

Figure 5.20: Carrier phase jitter, all carriers modulated, Es,n = Es, fL =
21/(NFFTT ), fB = 4/(NFFTT ), NFFT = 64, σ2

φ = 5.10−3 rad2

Table 5.2: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
fL = 0, fB = 1/(NcT ) = Rs 5E − 3 5.025E − 3
fL = 2/(NcT ) = 2Rs, fB = 4/(NcT ) = 4Rs 5E − 3 5.000E − 3
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In the case of OFDM and downlink OFDMA, the contributions of the different
transmitted carriers are aligned at the basestation. Hence, the timing errors are
the same for all contributions. In uplink OFDMA, a misalignment between the
contributions of the different users can occur. In this case, the different contri-
butions exhibit a different timing error. For the transmit and receiver filter, we
consider a square-root raised-cosine filter with rolloff α. In the following, the
cases of a constant timing offset, a clock frequency offset and timing jitter are
considered.

Constant Timing Offset

In the case of a constant timing offset εi(NFFT+ν)+k,n = εn is independent of
the block index i.

For OFDM and downlink OFDMA, where the contributions of the different
carriers are aligned (εn = ε), the quantities Ai,i′,n,n′ (5.23) are given by

Ai,i′,n,n′ = δi,i′δn,n′Gn (5.53)

where

Gn =
1

T

+∞∑

m=−∞

∣∣∣∣∣P
(

n

NFFTT
+
m

T

) ∣∣∣∣∣

2

e
j2π

(
n

NFFT
+m

)
ε

(5.54)

Hence, the nth FFT output during the ith block contains only the useful data
symbol ai,n, which indicates that a constant timing offset does not introduce any
interference between symbols. The quantity Gn (5.54) satisfies the relationship
Gn(ε+ ∆) = exp(j2πn∆/NFFT )Gn(ε), where ∆ is an integer. Considering the
phase rotation exp(j2πn∆/NFFT ) at the nth FFT output can be compensated
by the one-tap equaliser, a constant timing offset of an integer number of samples
introduces no performance degradation as compared to the case of a zero timing
offset. Hence, in our analysis, we restrict our attention to a constant timing
offset in the interval ε ∈ [−0.5, 0.5].

The transmit and receiver filter, which are square-root raised-cosine filters
with rolloff α, are bandwidth limited, i.e., P (f) = 0, |f | > (1+α)/2T, 0 ≤ α ≤ 1.
The frequency interval (1 − α)/2T ≤ |f | ≤ (1 + α)/2T is denoted the rolloff
area. For carrier frequencies n/(NFFTT ) inside this rolloff area, the sum (5.54)
consists of two terms for which it can be verified that

|Gn| < 1,
n

NFFTT
6∈
[

1− α
2T

,
1 + α

2T

]
(5.55)

For carrier frequencies n/(NFFTT ) outside the rolloff area, the sum (5.54) re-
duces to only one term

Gn = e
j2πε

mod(x;NFFT )

NFFT ,
n

NFFTT
6∈
[

1− α
2T

,
1 + α

2T

]
(5.56)
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Figure 5.21: Dependency of |Gn| and arg(Gn) on the carrier index n, α = 0.1

where mod(x;NFFT ) denotes the modulo-NFFT reduction of x, yielding a result
in (−NFFT /2, NFFT /2). From (5.55), (5.56) and figure 5.21, it follows that for
carrier frequencies n/(NFFTT ) outside the rolloff area, the corresponding FFT
output exhibits a constant amplitude |Gn| = 1 and is rotated over an angle
2πεmod(n;NFFT )/NFFT as compared to the case of a zero timing offset. For
carrier frequencies n/(NFFTT ) inside the rolloff area, the corresponding FFT
output is rotated over some angle and the amplitude is reduced as compared to
the case of a zero timing offset. The MMSE equaliser has equaliser coefficients

(gMMSE)i,n = Cε,nG
∗
n (5.57)

where Cε,n is a real-valued positive factor that depends on the timing offset ε
and the carrier index n. Hence, for carrier frequencies n/(NFFTT ) outside the
rolloff area, where |Gn| = 1, the rotation of the FFT output is compensated
by the equaliser without loss of performance, by rotating the FFT output over
(an estimate of) the angle −2πεmod(n;NFFT )/NFFT . As the amplitude of
the carriers outside the rolloff area is reduced as compared to a zero timing
offset, the equaliser can not compensate the effect of the constant timing offset
without increasing the noise power level. Hence, the carriers inside the rolloff
area are degraded. The degradation (5.22) of the SNR as compared to SNRn(0)
(5.21) caused by the constant timing offset yields Degn = −10 log(|Gn|2). The
degradation of the OFDM and downlink OFDMA systems caused by a constant
timing offset can be avoided by not using for data transmission the carriers
inside the rolloff area, i.e., their amplitude is set to zero.

In uplink OFDMA, a constant misalignment between the contributions of
the different users can occur. Hence, the timing offset en of the contributions of
the different carriers depends on the carrier index n. In this case, the quantity
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Gn in (5.53) is given by

Gn =
1

T

+∞∑

m=−∞

∣∣∣∣∣P
(

n

NFFTT
+
m

T
)

) ∣∣∣∣∣

2

e
j2π

(
n

NFFT
+m

)
εn (5.58)

Similarly as for OFDM and downlink OFDMA, the constant timing offset in-
troduces a phase rotation over the angle 2πεnmod(n;NFFT )/NFFT for carrier
frequencies n/(NFFTT ) outside the rolloff area and a rotation over some angle
and a reduction of the amplitude for carrier frequencies n/(NFFTT ) inside the
rolloff area. Hence, similarly as for OFDM and downlink OFDMA, the effect of
the constant timing offsets on the uplink OFDMA system can be compensated
without loss of performance when the carriers inside the rolloff area are not
used.

Clock Frequency Offset

In the case the receiver of each user (downlink OFDM(A)) or the transmit-
ter of each user (uplink OFDM(A)) has a free-running clock with a rela-
tive clock frequency offset ∆Tn/T as compared to the frequency 1/T of the
network reference clock signal, the timing error linearly increases with time:
εi(NFFT+ν)+k,n = (k+i(NFFT +ν))∆Tn/T+ε0,n. Hence, an increasing misalign-
ment between the samples si(NFFT+ν)+k,n at the transmitter and the samples
vi(NFFT+ν)+k,n at the receiver is introduced. In OFDM and downlink OFDMA,
the contributions of the different carriers are aligned and are transmitted using
the same transmitter clock. Hence, the contributions of the different carriers
exhibit the same clock frequency offset ∆T/T . In uplink OFDMA, the con-
tributions of the different carriers, in general, are affected by a different clock
frequency offset.

To compensate for the increasing misalignment in OFDM and downlink
OFDMA, the receiver can perform a coarse synchronisation. In this coarse syn-
chronisation algorithm, the receiver removes (∆T < 0) or duplicates (∆T > 0)
receiver filter output samples at the boundaries of the OFDM(A) blocks, such
that the NFFT successive samples kept for further processing are located in the
region where interference from other blocks is absent. In the case of uplink
OFDMA, the coarse synchronisation is performed at the transmitter, which re-
ceives timing information broadcast by the base station. The number of samples
in the cyclic prefix is increased (∆T > 0) or reduced (∆T < 0), such that the
NFFT successive samples selected by the base station for further processing
are not affected by interference from other blocks. Considering these coarse
synchronisation algorithms for downlink and uplink OFDM(A), the resulting
timing error can be written as: ε̃i(NFFT+ν)+k,n = k∆Tn/T + εi,n, where εi,n
does not vary over the considered OFDM(A) block.
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In OFDM and downlink OFDMA, the quantities Ai,i′,n,n′ (5.23) reduce to

Ai,i′,n,n′ = δi,i′
1

T

+∞∑

m=−∞

∣∣∣∣∣P
(

n

NFFTT
+
m

T

) ∣∣∣∣∣

2

e
j2πεi,n′

(
n′

NFFT
+m

)
·

D

(
n′ − n
NFFT

+

(
n′

NFFT
+m

)
∆T

T

)
(5.59)

where D(x) is defined in (5.35). Let us consider the case that only carriers
outside the rolloff area are modulated. For these carriers, the quantities Ai,i′,n,n′

(5.59) yield

Ai,i′,n,n′ = δi,i′e
j2πεi,n′

mod(n′;NFFT )

NFFT D

(
n′ − n
NFFT

+

(
mod(n′;NFFT )

NFFT

)
∆T

T

)

(5.60)
From (5.60) we observe that the contribution of the n′th transmitted carrier
introduces non-zero interference at the nth output of the FFT (Ai,i,n,n′ 6= 0 for
n′ 6= n). Furthermore, taking into account the shape of D(x) (5.35), the useful
component Ai,i,n,n is attenuated as compared to the case of a zero clock fre-
quency offset. In addition, the complex exponential in (5.60) indicates a phase
rotation of the useful component. Hence, a clock frequency offset introduces in-
tercarrier interference and an attenuation of the useful component at the output
of the FFT.

The MMSE equaliser coefficients are given by

(gMMSE)i,n = C∆T,nD
∗
(

mod(n;NFFT )

NFFT

∆T

T

)
e
−j2πεi,n mod(n;NFFT )

NFFT (5.61)

where C∆T,n is a real-valued positive factor that depends on the clock frequency
offset ∆T/T and the carrier index n. The MMSE equaliser compensates for
the systematic phase rotation of the useful component Ai,i,n,n. However, the
equaliser is not able to eliminate the ICI (Ii,i′,n,n′ 6= 0 for n′ 6= n see (5.13)).
The powers of the average useful component, the intercarrier interference (5.17)
and the noise (5.15) are independent of the block index i and yield

PU,n = |C∆T,n|2


∣∣∣∣∣D
(

mod(n;NFFT )

NFFT

∆T

T

) ∣∣∣∣∣

2



2

PICI,n = |C∆T,n|2
∣∣∣∣∣D
(

mod(n;NFFT )

NFFT

∆T

T

) ∣∣∣∣∣

2

·

NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n

∣∣∣∣∣D
(
n′ − n
NFFT

+
mod(n′;NFFT )

NFFT

∆T

T

) ∣∣∣∣∣

2

(5.62)

E[|Wi,n|2] = N0|C∆T,n|2
∣∣∣∣∣D
(

mod(n;NFFT )

NFFT

∆T

T

) ∣∣∣∣∣

2
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When the carriers inside the rolloff are not used (i.e., Es,n = 0 for carriers inside
the rolloff), the summation over n′ in the intercarrier interference power term
(5.62) corresponds to the summation over the carriers outside the rolloff. From
(5.62) it follows that the OFDM and downlink OFDMA systems are degraded
as compared to the case of a zero clock frequency offset. The degradation (5.22)
of the SNR as compared to SNRn(0) (5.21) caused by the clock frequency offset
depends on the carrier index n and is given by

Degn = −10 log

∣∣∣∣D
(

mod(n;NFFT )

NFFT

∆T

T

) ∣∣∣∣
2

(5.63)

+10 log


1 +

NFFT−1∑

n′=0;n′ 6=n
SNRn′(0)

∣∣∣∣D
(
n′ − n
NFFT

+
mod(n′;NFFT )

NFFT

∆T

T

) ∣∣∣∣
2



where SNRn′(0) is given by (5.21). Let us assume that the energy per symbol is
equal for all carriers outside the rolloff, i.e., Es,n = Es for n/(NFFTT ) outside
the rolloff area. In this case, the degradation is given by (5.63), with Es,n′

replaced by Es and the summation index n′ (6= n) ranging over an interval such
that n′/(NFFTT ) is outside the rolloff area. An upper bound on this degradation
is obtained by extending the summation interval, such that n′ ( 6= n) ranges from
0 to NFFT − 1. This yields

Degn ≤ −10 log

∣∣∣∣D
(

mod(n;NFFT )

NFFT

∆T

T

) ∣∣∣∣
2

(5.64)

+10 log


1 +

NFFT−1∑

n′=0;n′ 6=n
SNR(0)

∣∣∣∣D
(
n′ − n
NFFT

+
mod(n′;NFFT )

NFFT

∆T

T

) ∣∣∣∣
2



where SNR(0) = (NFFT /(NFFT + ν))Es/N0. The above upper bound is
reached when the transmit pulse has zero rolloff (α = 0), in which case no
rolloff area is present. The degradation (5.64) yields an accurate approximation
for the actual degradation when the rolloff area is small. Considering the nature
of D(x) (5.35), the degradation (5.64) is a function of the product NFFT∆T/T
when n/NFFT is a fixed value.

Let us define the average (over the FFT outputs) powers of the average
useful component, the intercarrier interference and the noise (5.62) by

PX =
1

NFFT

NFFT−1∑

n=0

PX,n, X = U, ICI, noise (5.65)

The average SNR is defined as the ratio of the average power of the average useful
component to the sum of the average powers of the intercarrier interference and
the noise. The average SNR is independent of the carrier index n and the block
index i. We assume that all carriers outside the rolloff area are modulated and
have their energy per symbol equals Es. The amplitude for the carriers inside
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the rolloff area is set to zero. In a similar way as for the degradation (5.63), an
upper bound on the degradation of the average SNR as compared to the case
of a zero clock frequency offset is found. This yields

DegAv ≤ −10 log

(
NFFT−1∑

n=0

Y 2
n

)
+ 10 log

(
NFFT−1∑

n=0

Yn − SNR(0)

NFFT−1∑

n=0

Y 2
n

)

(5.66)
where

Yn = X∆T,n
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(5.67)

X−1
∆T,n = 1 + SNR(0)
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NFFT

∆T

T

) ∣∣∣∣∣

2

The upper bound (5.66) on the degradation is a function of the product
NFFT∆T/T .

In uplink OFDMA, the contributions transmitted by the different users ex-
hibit a different clock frequency offset. In this case, the quantities Ai,i′,n,n′
(5.29) yield

Ai,i′,n,n′ = δi,i′
1

T

+∞∑

m=−∞

∣∣∣∣∣P
(

n′

NFFTT
+
m

T

) ∣∣∣∣∣

2

e
j2πεi,n′

(
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NFFT
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)
·

D

(
n′ − n
NFFT

+

(
n′

NFFT
+m

)
∆Tn′

T

)
(5.68)

A similar analysis as for OFDM and downlink OFDMA shows that a clock
frequency offset introduces an attenuation and rotation of the useful component
and intercarrier interference at the outputs of the FFT. For carriers outside the
rolloff area, the quantities Ai,i′,n,n′ (5.68) are given by

Ai,i′,n,n′ = δi,i′e
j2πεi,n′

mod(n′;NFFT )

NFFT D

(
n′ − n
NFFT

+

(
mod(n′;NFFT )

NFFT

)
∆Tn′

T

)

(5.69)
The MMSE equaliser coefficients for these carriers are given by (5.57), where
C∆T,n is a real-valued positive factor that depends on the clock frequency offsets
∆Tn/T, n = 0, ..., NFFT − 1 and the carrier index n. In general, this factor
differs from the corresponding factor C∆T,n for OFDM and uplink OFDMA.
When the contributions of the different users are affected by the same clock
frequency offset, the results for uplink OFDMA are the same as for OFDM and
downlink OFDMA.

In the following, we consider the case that all contributions exhibit the same
clock frequency offset ∆T/T . The upper bound (5.64) on the degradation is
shown as function of the carrier index n in figure 5.22. We observe that the



118 CHAPTER 5. OFDM(A)

Figure 5.22: Clock frequency offset: dependency on the carrier index, SNR(0) =
20 dB, NFFT = 64, NFFT∆T/T = 10−2

Table 5.3: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
4.27E − 2 4.09E − 2

maximum degradation occurs for n = NFFT /2. In figure 5.23, the maximum
degradation (at n = NFFT /2) and the upper bound (5.66) on the degradation
of the average SNR are shown as function of the product NFFT∆T/T . As
we observe in figure 5.23, the OFDM(A) system is very sensitive to a clock
frequency offset. If we want to obtain small degradations, the clock frequency
offset must be limited, i.e., ∆T/T � 1/NFFT . In this case, the degradation is
essentially proportional to (NFFT∆T/T )2.

The OFDM(A) system has been simulated in the absence of additive noise
(N0 = 0), for α = 0, NFFT = 64 carriers modulated with QPSK symbols and
assuming all carriers are modulated with data symbols having the same energy
per symbol Es. The clock frequency offset ∆T/T is the same for all carriers. In
figure 5.24, the scatter diagram is shown for ∆T/T = 2.10−3, in the case of all
carriers modulated. The displacement of the constellation points is caused by
the dominating ICI component. The scatter diagram shows a circular cloud, as
the ICI term has uncorrelated real and imaginary parts, each having the same
variance. In table 5.3, the mean square deviation of the samples at the input of
the decision device is shown for the simulations of figure 5.24. As we observe,
the simulation results agree well with the theoretical results.
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Figure 5.23: Clock frequency offset

Figure 5.24: Clock frequency offset, all carriers modulated, MMSE equaliser,
α = 0, NFFT = 64, NFFT∆T/T = 2.10−3

When the degradation caused by clock frequency offset can not be tolerated,
timing correction must be applied. In OFDM and downlink OFDMA, all carriers
have the same clock frequency offset. Hence, the timing can be corrected at the
receiver by adjusting the sampling clock or by interpolating in front of the FFT.
In uplink OFDMA, each carrier has a different clock frequency offset. As the
receiving base station usually has a fixed clock, the clock frequency offsets should
be corrected at the transmitters.
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Timing Jitter

In order to get rid of a constant timing offset and a clock frequency offset, a
timing synchronisation algorithm can be used to extract the timing instants.
The residual timing error can be modelled as a zero-mean stationary random
process with jitter power spectral density Sε,n(exp(j2πfT )) and jitter variance
σ2
ε,n.

In OFDM and downlink OFDMA, where the contributions of the different
carriers are aligned, the timing jitter process εi(NFFT+ν)+k is the same for all
transmitted carriers. For small jitter variances, the quantities Ai,i′,n,n′ (5.23)
can be approximated by

Ai,i′,n,n′ ≈ δi,i′
(
δn,n′ + j2πSn′

1

NFFT

NFFT−1∑

k=0

e
−j2π k(n−n′)

NFFT εi(NFFT+ν)+k

)

(5.70)
where
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) ∣∣∣∣∣

2

(5.71)

Hence, timing jitter gives rise to interference at the output of the FFT. When
the timing jitter rapidly varies as compared to the averaging time of the
MMSE equaliser, the equaliser is not able to track the timing jitter. The
equaliser averages the variations caused by the timing jitter. For small jit-
ter variances, the average of exp(j2πεi(NFFT+ν)+kmod(n;NFFT )/NFFT ) can
be approximated by E[exp(j2πεi(NFFT+ν)+kmod(n;NFFT )/NFFT )] ≈ E[1 +
j2πεi(NFFT+ν)+kmod(n;NFFT )/NFFT ] = 1. Hence, the equaliser is essentially
the same as in the absence of timing errors, i.e., gi,n ≈ Cn where Cn is de-
fined in (5.33). In this case, the powers of the average useful component, the
self-interference, the intercarrier interference (5.17) and the noise (5.15) at the
input of the decision device yield

PU,n = |Cn|2

PSI,n = |Cn|2(2π)2|Sn|2
∫ +1/2T

−1/2T

Sε(e
j2πfT )|D(fT )|2df

PICI,n = |Cn|2(2π)2
NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n
|Sn′ |2 ·

∫ +1/2T

−1/2T

Sε(e
j2πfT )

∣∣∣∣D
(
fT − n− n′

NFFT

) ∣∣∣∣
2

df

E[|Wi,n|2] = N0|Cn|2 (5.72)

As we observe in (5.72), the powers depend on the carrier index n, but not on
the block index i. Hence, the resulting SNR (5.16) depends on the carrier index
n, but is independent of the block index i. In the following, we assume that only
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carriers outside the rolloff area are modulated, i.e., Es,n = 0 for carriers inside
the rolloff area. For carriers outside the rolloff area, the quantities (5.71) yield
Sn = mod(n;NFFT )/NFFT . When Es,n = Es for all carriers outside the rolloff
area, the equaliser coefficients are independent of the carrier index n (Cn = C),
and so are the powers of the average useful component and the noise. Let us
define the average (over the FFT outputs) powers of the self-interference and
the intercarrier interference by

PX =
1

NFFT

NFFT−1∑

n=0

PX,n, X = U, ICI (5.73)

An upper bound on PSI is obtained by assuming that for n/(NFFTT ) inside
the rolloff area, PSI,n is given by the second line of (5.72) (whereas the true
PSI,n is zero). An upper bound on P ICI is obtained by replacing in the third
line of (5.68) Es,n′ by Es (instead of zero) for n′/(NFFTT ) inside the rolloff
area. This yields

PSI ≤ |C|2SNFFT
∫ +1/2T

−1/2T

Sε(e
j2πfT )|D(fT )|2df

P ICI ≤ |C|2SNFFT
∫ +1/2T

−1/2T

Sε(e
j2πfT )(1− |D(fT )|2)df (5.74)

where

SNFFT =
(2π)2

NFFT

NFFT−1∑

n=0

(
mod(n;NFFT )

NFFT

)2

(5.75)

and D(x) is defined in (5.35). The upper bound is reached for a transmit pulse
with zero rolloff (α = 0). Considering figure 5.16, we observe that the average SI
power and the average ICI power mainly consist of the low frequency components
(|f | < 1/(NFFTT )) and the high frequency components (|f | > 1/(NFFTT )) of
the jitter power spectral density Sε(exp(j2πfT )), respectively. Furthermore,
the sum of the powers of the self-interference and the intercarrier interference
becomes independent of the spectral contents of the jitter, but only depends on
the jitter variance

σ2
ε =

∫ +1/2T

−1/2T

Sε(e
j2πfT )df (5.76)

The average SNR is defined as the ratio of the power of the average useful
component to the sum of the average power of the self-interference and the
intercarrier interference, and the noise power. The average SNR is independent
of the carrier index n and the block index i. It can be verified that the sum
(5.75) for a large number of carriers (NFFT →∞), is independent of the number
of carriers NFFT and equals SNFFT = π2/3. In this case, the upper bound on
the degradation DegAv of the average SNR as compared to SNR(0) (5.21) is
independent of the number of carriers and of the spectral contents of the timing
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jitter but only depends on the jitter variance, i.e.,

DegAv ≤ 10 log

(
1 + SNR(0)

π2

3
σ2
ε

)
(5.77)

where SNR(0) = (NFFT /(NFFT+ν))Es/N0. Further, for zero rolloff (α = 0), it
can be shown that for the case of uncorrelated timing jitter (Sε(exp(j2πfT )) =
σ2
εT ), the upper bound on the degradation Degn (5.22) is the same for all car-

riers and given by the right hand side of (5.74). In addition, the maximum
degradation DegMax, which is the maximum over all carriers and all jitter spec-
tra, corresponds to the carrier index n = NFFT /2 and the jitter power spectral
density Sε(exp(j2πfT )) = σ2

ε δ(f) and is independent of the number of carriers

DegMax ≤ 10 log
(
1 + SNR(0)π2σ2

ε

)
(5.78)

The degradation (5.78) yields an upper bound on the actual maximum degrada-
tion when α 6= 0 and the carriers inside the rolloff area are not modulated. The
degradations (5.77) and (5.78) yield an accurate approximation for the actual
degradations when the rolloff area is small.

In the case of uplink OFDMA, all transmitted carriers are affected by a
different timing jitter process εi(NFFT+ν)+k,n. For small jitter variances, the
quantities Ai,i′,n,n′ (5.23) can be approximated by

Ai,i′,n,n′ = δi,i′

(
δn,n′ + j2πSn′

1

NFFT

NFFT−1∑

k=0

e
−j2π k(n−n′)

NFFT εi(NFFT+ν)+k,n′

)

(5.79)
Following a similar analysis as for OFDM and downlink OFDMA, it can be
verified that the MMSE equaliser is essentially equal to Cn (5.33) for small
jitter variances. The powers of the average useful component and the noise are
identical as for OFDM and downlink OFDMA and are given by (5.72). The
powers of the self-interference and the intercarrier interference yield

PSI,n = |Cn|2(2π)2|Sn|2
∫ +1/2T

−1/2T

Sε,n(ej2πfT )|D(fT )|2df

PICI,n = |Cn|2(2π)2
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n′=0;n′ 6=n
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|Sn′ |2 ·
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Sε,n′(e
j2πfT )

∣∣∣∣D
(
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NFFT

) ∣∣∣∣
2

df (5.80)

It is clear that, when the different timing jitter processes have the same jitter
power spectral density Sε(exp(j2πfT )) and jitter variance σ2

ε , the results are
the same as for OFDM and downlink OFDMA. For small jitter variance, the
degradation is essentially proportional to σ2

ε .

In figure 5.25, the degradation of the average SNR (5.77) and the maximum
degradation (5.78) at SNR(0) = 20 dB are shown as function of the jitter
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Figure 5.25: Timing jitter, Es,n = Es, all carriers outside rolloff modulated,
MMSE equaliser, NFFT →∞, SNR(0) = 20 dB

variance. These degradations are independent of the number of carriers. For
small jitter variance, the degradations are essentially proportional to the jitter
variance σ2

ε .

We have simulated the OFDM(A) system in the absence of additive noise
(N0 = 0), for α = 0, all NFFT = 64 carriers are modulated with data symbols
belonging to the QPSK constellation and the energy per symbol is equal for
all carriers. The timing jitter is the same for all carriers. The shape of the
jitter power spectral density is shown in figure 5.18, and the jitter variance σ2

ε

equals 10−3 rad2. In figures 5.26 and 5.27, the scatter diagrams are shown for
fL = 0, fB = 1/(NFFTT ) and fL = 1/(NFFTT ), fB = 2/(NFFTT ), respec-
tively. As is observed, the scatter diagrams differ considerably, although the
mean-square deviation of the samples at the input of the decision device and
the constellation points is the same for both cases. This can be explained as
follows. In the case of fL = 0, fB = 1/(NFFTT ), the dominant interference
term is the self-interference. As the timing jitter is slowly varying, the timing
jitter gives mainly rise to a random carrier-dependent phase rotation of the use-
ful component. Hence, the samples at the input of the decision device show an
angular displacement as compared to the constellation points. In the case of
fL = 1/(NFFTT ), fB = 2/(NFFTT ), the interference is dominated by the inter-
carrier interference. This interference term has uncorrelated real and imaginary
parts, each having the same variance. Hence, this term yields the circular clouds
in the scatter diagram. In table 5.4, the mean square deviation of the samples
at the input of the decision device is shown for the simulations of figures 5.26
and 5.27. As we observe, the simulation results agree well with the theoretical
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results.

5.5 Dispersive Channel

In the previous section, we have investigated the effect of the synchronisation
errors on the OFDM(A) system in the case of an ideal channel. In this section,
we study the influence of the synchronisation errors in the presence of a disper-
sive channel. In our analysis, we assume that the channel transfer function is
the same for all users. Furthermore, we consider the case of synchronous trans-
mission, i.e., all carriers exhibit the same carrier phase errors and timing errors.
The transmit and receiver filters are square-root raised-cosine filters with rolloff
α. Furthermore, the cyclic prefix is able to cope with the dispersive channel
and the timing errors, such that no interference between successive transmitted
OFDM(A) blocks is introduced. We assume that the carriers inside the rolloff
area are not used and all carriers outside the rolloff area are modulated and
have the same energy per symbol Es.

5.5.1 No Synchronisation Errors

In the case of a fixed dispersive channel, i.e., Hch(f ; τ) = Hch(f), the quantity
(5.14) for carriers outside the rolloff area and in the absence of synchronisation
errors yields

Ai,i′,n,n′ = δi,i′δn,n′Gn (5.81)

where

Gn = Hch

(
mod(n;NFFT )

NFFTT

)
(5.82)

We observe from (5.81) that the dispersive channel does not yield interference,
but only causes a scaling and rotation of the FFT outputs, that depends on the
channel characteristics. The MMSE equaliser has equaliser coefficients

(gMMSE)i,n = Cch,nG
∗
n (5.83)

where Cch,n is a real-valued positive factor that depends on the channel charac-
teristics at the carrier frequency n/(NFFTT ). The amplitude and phase of the
equaliser coefficients (5.83) depend on the carrier index n. Note that the phase
of the equaliser compensates for the phase rotation introduced by the channel.
The signal-to-noise ratio (5.16) at the nth FFT output is given by

SNRn(0) =
NFFT

NFFT + ν

Es
N0
|Gn|2 (5.84)

and the degradation (5.22) of the SNR as compared to SNR(0) (5.21) caused
by the dispersive channel yields

Degn = −10 log |Gn|2 (5.85)
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Figure 5.26: Timing jitter, all carriers modulated, α = 0, fL = 0, fB =
1/(NFFTT ), NFFT = 64, σ2

ε = 10−3 rad2

Figure 5.27: Timing jitter, all carriers modulated, α = 0, fL =
1/(NFFTT ), fB = 2/(NFFTT ), NFFT = 64, σ2

ε = 10−3 rad2

Table 5.4: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
fL = 0, fB = 1/(NcT ) = Rs 3.290E − 3 3.205E − 3
fL = 1/(NcT ) = Rs, fB = 2/(NcT ) = 2Rs 3.290E − 3 3.285E − 3
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Hence, the performance of the OFDM(A) system depends on the carrier index,
but is independent of the block index i.

When the transfer function Hch(f ; τ) of a fading channel slowly varies as
compared to the OFDM(A) block length, the channel transfer function during
an OFDM(A) block can be viewed as a fixed channel. In this case, the former
expressions for the fixed channel can be used, where the quantity (5.82) is
replaced by

Gn,i = Hch

(
mod(n;NFFT )

NFFTT
; ti(NFFT+ν)

)
(5.86)

In this case, the SNR (5.84) depends on the block index i.

In the following, we study the effect of the synchronisation errors on the
performance of the OFDM(A) system in the presence of a fixed dispersive chan-
nel. In general, the synchronisation errors cause interference. Hence, it can be
expected that the synchronisation errors give rise to a performance degradation
as compared to the case of the dispersive channel without synchronisation er-
rors. In the computations, we make use of a fixed dispersive channel with an
exponentially decaying impulse response. The channel transfer function is given
by

Hch(f) =
A

a+ j2πf
(5.87)

where A is a constant of normalisation, such that the received energy per symbol
is the same as the transmitted energy per symbol (for a fair comparison with
the ideal channel Hch(f) = 1) and a is the 3dB bandwidth of the channel. The
amplitude of the channel transfer function (5.87) is maximum for f = 0 and
decreases for increasing |f |. Figure 5.28 shows the degradation (5.85) as function
of the carrier index n, for NFFT = 64 and SNR(0) = 20 dB. As we observe,
the maximum degradation occurs for n = NFFT /2 (where the amplitude of the
channel transfer function is minimum) and the minimum degradation occurs
for n = 0 (where the amplitude of the channel transfer function is maximum).
Note that, as for some carriers |Hch(n/(NFFTT ))| > 1, the degradation for
these carriers is negative. In the following, we consider in the figures only the
degradations caused by the synchronisation errors for the carrier indices n = 0
and n = NFFT /2, corresponding with the minimum and maximum degradation,
respectively.

5.5.2 Carrier Phase Errors

In this section, we investigate the effect of the carrier phase errors on the
OFDM(A) system in the presence of a dispersive channel, but in the absence of
timing errors. In this case, the quantities (5.24) are given by

Gn(ti(NFFT+ν)+k) = Gne
jφ(ti(NFFT+ν)+k) (5.88)

where Gn is defined in (5.82). In the following, we separately consider the cases
of a constant phase offset, a carrier frequency offset and carrier phase jitter.
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Figure 5.28: Degradation caused by the dispersive channel, a = 5, NFFT = 64
and SNR(0) = 20 dB

Constant Phase Offset

In the case of the dispersive channel and in the presence of a constant phase
offset, the quantities (5.23) reduce to

Ai,i′,n,n′ = δi,i′δn,n′Gne
jφ (5.89)

Hence, the constant phase offset gives rise to a phase rotation of the FFT outputs
over a carrier independent angle φ, as compared to the case of a zero phase offset.
Furthermore, no intercarrier interference is introduced. Hence, a constant phase
offset rotates the samples at the input of the decision device when no correction
is applied (gi,n = 1), resulting in a reduction of the noise margin, as shown in
section 5.4.1. The MMSE equaliser compensates for this phase rotation:

(gMMSE)i,n = Cch,ne
−jφ (5.90)

where Cch,n are the MMSE equaliser coefficients in the absence of synchronisa-
tion errors, as defined in (5.83). The phase rotation of the FFT outputs over an
angle −φ introduces no enhancement of the noise power level as compared to
the case of a zero phase offset. Hence, a constant phase offset is compensated
without loss of performance. These results correspond to the results found for
the ideal channel in section 5.4.1.
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Carrier Frequency Offset

In the case of a dispersive channel and a carrier frequency offset, the quantities
(5.23) yield

Ai,i′,n,n′ = δi,i′Gn′e
j2π∆FTi(NFFT+ν)D

(
n′ − n
NFFT

+ ∆FT

)
(5.91)

where D(x) is defined in (5.35). Hence, a carrier frequency offset introduces a
systematic phase rotation at a constant speed of 2π∆FT (NFFT +ν) rad/symbol
of the samples at the output of the FFT. Furthermore, the carrier frequency
offset causes a reduction of the useful component as compared to the case of a
zero carrier frequency offset and introduces intercarrier interference. The MMSE
equaliser for carriers outside the rolloff area has equaliser coefficients

(gMMSE)i,n = C∆F,ne
−j2π∆FnTi(NFFT+ν)G∗nD

∗(∆FnT ) (5.92)

where C∆F,n is a real-valued positive factor that depends on the carrier fre-
quency offset, the channel characteristics and the carrier index n. Hence, the
equaliser compensates for the systematic phase rotation of the useful component.
However, the equaliser is not able to eliminate the ICI. The resulting powers
of the average useful component, the intercarrier interference power (5.17) and
the noise (5.15) are independent of the block index i and yield

PU,n = |C∆F,n|2
(
|Gn|2B0,0

)2

PICI,n = |C∆F,n|2|Gn|2B0,0

NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n
|Gn′ |2Bn,n′

E[|Wi,n|2] = N0|C∆F,n|2|Gn|2B0,0 (5.93)

where Bn,n′ is given by

Bn,n′ =

∣∣∣∣∣D
(
n′ − n
NFFT

+ ∆FT

) ∣∣∣∣∣

2

In (5.93), the energy per symbol Es,n equals Es,n = Es for carriers outside the
rolloff area and equals Es,n = 0 for carriers inside the rolloff area. The resulting
SNR (5.16) yields

SNRn =
SNRn(0)B0,0

1 +
∑NFFT−1
n′=0;n′ 6=n SNRn′(0)Bn,n′

(5.94)

where SNRn(0) is given by (5.84). It is observed in (5.94) that the SNR depends
on the carrier index n. Furthermore, considering the SNR (5.84) in the absence
of synchronisation errors, the carrier frequency offset gives rise to an additional
degradation ∆Deg as compared to the case of a zero carrier frequency offset

∆Deg = −10 logB0,0 + 10 log


1 +

NFFT−1∑

n′=0;n′ 6=n
SNRn′(0)Bn,n′


 (5.95)
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An upper bound for the additional degradation can be found in a similar way
as for the ideal channel. This yields

∆Deg ≤ −10 logB0,0 + 10 log


1 + SNR(0)

NFFT−1∑

n′=0;n′ 6=n
|Gn′ |2Bn,n′


 (5.96)

where SNR(0) = (NFFT /(NFFT + ν))Es/N0. The upper bound is reached
when the transmit pulse has zero rolloff (α = 0). The upper bound on the addi-
tional degradation is a function of the product NFFT∆FT and the carrier index
n. The upper bound on the additional degradation (5.96) yields an accurate
approximation for the actual degradation when the rolloff area is small.

In figure 5.29, the upper bound (5.96) on the additional degradation is shown
as function of the product NFFT∆FT for the fixed channel with transfer func-
tion (5.87), SNR(0) = 20 dB and for the carrier indices n = 0 and n = NFFT /2,
yielding the minimum and maximum degradation in the case of the dispersive
channel without synchronisation errors, respectively. We observe that this addi-
tional degradation is essentially independent of the carrier index and the channel
transfer function. In figure 5.30, the total degradation (i.e., the degradation of
the SNR as compared to SNR(0) caused by the dispersive channel and the
carrier frequency offset) corresponding to the carrier n = NFFT /2, i.e., the
maximum total degradation, is shown as function of the product NFFT∆FT ,
for the ideal channel and the dispersive channel and under the same conditions
as for figure 5.29. For small frequency offsets, the total degradation is essentially
independent of the carrier frequency offset. In this case, the effect of the carrier
frequency offset is negligible as compared to the effect of the dispersive chan-
nel. For larger NFFT∆FT , the total degradation essentially coincide with the
degradation for the ideal channel: now the total degradation is mainly caused
by the carrier frequency offset. Comparing these results with those found in
section 5.4.1 for the case of the ideal channel, we observe that the influence of
the carrier frequency offset is essentially the same in an ideal channel as in a
dispersive channel.

Carrier Phase Jitter

In the case of a dispersive channel, the quantities (5.23) can be approximated
for small jitter variance by

Ai,i′,n,n′ = δi,i′Gn′

(
δn,n′ +

1

NFFT

NFFT−1∑

k=0

jφ(ti(NFFT+ν)+k)e
−j2π k(n−n′)

NFFT

)

(5.97)
We observe from (5.97) that the carrier phase jitter introduces self-interference
and intercarrier interference at the outputs of the FFT. When the carrier phase
jitter rapidly varies as compared to the averaging time of the MMSE equaliser,
the equaliser is not able to track the carrier phase jitter. The equaliser averages
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Figure 5.29: Additional degradation caused by carrier frequency offset,
SNR(0) = 20 dB

Figure 5.30: Maximum total degradation caused by dispersive channel and car-
rier frequency offset, SNR(0) = 20 dB
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the variations caused by the carrier phase jitter. As for small jitter variances, the
average of exp(jφ(t)) can be approximated by E[exp(jφ(t))] ≈ E[1+jφ(t)] = 1,
the MMSE equaliser is essentially the same as in the absence of synchronisation
errors and are given by (5.83). The powers of the average useful component,
the self-interference, the intercarrier interference (5.17) and the noise (5.15) at
the input of the decision device are independent of the block index i and are
given by

PU,n = |Cch,n|2|Gn|2
PSI,n = |Cch,n|2|Gn|2B0,0

PICI,n = |Cch,n|2|Gn|2
NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n
|Gn′ |2Bn,n′

E[|Wi,n|2] = N0|Cch,n|2 (5.98)

where Bn,n′ is given by

Bn,n′ =

∫ +∞

−∞
Sφ(f)

∣∣∣∣D
(
n′ − n
NFFT

+ fT

) ∣∣∣∣
2

df

and D(x) is defined in (5.35). In (5.98), the energy per symbol Es,n equals
Es,n = Es for carriers outside the rolloff area and equals Es,n = 0 for carriers
inside the rolloff area. The resulting SNR (5.16) yields

SNRn =
SNRn(0)

1 +
∑NFFT−1
n′=0;n′ 6=n SNRn′(0)Bn,n′

(5.99)

where SNRn(0) is given by (5.84). The SNR (5.99) is independent of the block
index i. Considering the SNR (5.84) in the absence of synchronisation errors,
the carrier phase jitter causes an additional degradation

∆Degn = 10 log


1 +

NFFT−1∑

n′=0;n′ 6=n
SNRn′(0)Bn,n′


 (5.100)

that depends on the carrier index n. An upper bound for the degradation can
be found in a similar way as for the ideal channel. This yields

∆Degn ≤ 10 log


1 + SNR(0)

NFFT−1∑

n′=0;n′ 6=n
|Gn′ |2Bn,n′


 (5.101)

where SNR(0) = (NFFT /(NFFT+ν))Es/N0. The upper bound is reached when
the transmit pulse has zero rolloff (α = 0). It can be verified that the upper
bound (5.101) on the additional degradation is essentially independent of NFFT

when the number of carriers is large. The upper bound (5.101) on the degra-
dation yields an accurate approximation of the actual additional degradation
when the rolloff area is small.
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The upper bound (5.101) on the additional degradation caused by the carrier
phase jitter is shown in figure 5.31 as function of the jitter variance, for the fixed
dispersive channel with transfer function (5.87), a jitter power spectral density
as shown in figure 5.16 with fL = 0, fB = 2/(NFFTT ), for SNR(0) = 20 dB
and for the carrier indices n = 0 and n = NFFT /2, where the total degradation
for the case of the dispersive channel without synchronisation errors is minimum
and maximum, respectively. As is observed, the curves of the additional degra-
dation in the case of the dispersive channel are essentially independent of the
carrier index and the channel transfer function. In figure 5.32, the total degra-
dation (i.e., the degradation of the SNR as compared to SNR(0) caused by the
dispersive channel and the carrier phase jitter) for the carrier n = NFFT /2 is
shown as function of the jitter variance under the same conditions as for figure
5.31. As is observed, the total degradation is essentially independent of the
jitter variance for small jitter variances: the dominating effect is the dispersive
channel. For larger jitter variances, the total degradation essentially coincides
with the degradation for the ideal channel. Hence, for large jitter variances, the
jitter becomes the dominating effect. Comparing the results in the case of a
dispersive channel, we observe that the results are essentially the same as in the
case of an ideal channel, considered in section 5.4.1.

5.5.3 Timing Errors

In this section, we investigate the influence of the timing errors on the OFDM(A)
system in the presence of a dispersive channel, but in the absence of carrier phase
errors. In this case, the quantities (5.24) yield

Gn(ti(NFFT+ν)+k) = Gne
j2πεi(NFFT+ν)+k

mod(n;NFFT )

NFFT (5.102)

where Gn is defined by (5.82). In the following sections, we separately consider
the cases of a constant timing offset, a clock frequency offset and timing jitter.

Constant Timing Offset

Taking into account that there are no carriers modulated in the rolloff area, the
quantities (5.23) yield

Ai,i′,n,n′ = δi,i′δn,n′Gne
j2πε

mod(n;NFFT )

NFFT (5.103)

Hence, the timing offset introduces a carrier dependent phase rota-
tion of the FFT outputs as compared to a zero timing offset. The
equaliser that minimises the MSE has equaliser coefficients (gMMSE)i,n =
Cch,n exp(−j2πεmod(n;NFFT )/NFFT ), where Cch,n are the MMSE equaliser
coefficients in the absence of synchronisation errors, as defined in (5.83). A
phase rotation of the FFT outputs causes no noise power level enhancement as
compared to the case of a zero timing offset. Hence, the OFDM(A) system is
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Figure 5.31: Additional degradation caused by carrier phase jitter, NFFT =
64, SNR(0) = 20 dB

Figure 5.32: Maximum total degradation caused by dispersive channel and car-
rier phase jitter, NFFT = 64, SNR(0) = 20 dB
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not degraded by a constant timing offset, as compared to the case of a zero tim-
ing offset. It can be verified that carriers inside the rolloff area are subjected to
a performance degradation caused by the constant timing offset. To avoid this
degradation, the carriers inside the rolloff area should not be used. These results
are very similar to the results obtained for an ideal channel (section 5.4.2).

Clock Frequency Offset

When the increasing misalignment of the FFT blocks, caused by the clock fre-
quency offset ∆T/T , is compensated by a coarse synchronisation algorithm as
described in section 5.4.2, the resulting timing error is given by ε̃i(NFFT+ν)+k =
k∆T/T + εi. Hence, the quantities (5.23) for the carriers outside the rolloff area
are given by

Ai,i′,n,n′ = δi,i′Gn′e
j2πεi

mod(n′;NFFT )

NFFT D

(
n′ − n
NFFT

+

(
mod(n′;NFFT )

NFFT

)
∆T

T

)

(5.104)
where D(x) is defined in (5.35). It is observed from (5.104) that a clock fre-
quency offset introduces intercarrier interference. Furthermore, the useful com-
ponent is subjected to a phase rotation and amplitude reduction as compared
to the case of a zero clock frequency offset. The MMSE equaliser for the carriers
outside the rolloff has equaliser coefficients

(gMMSE)i,n = C∆T,nG
∗
nD
∗
(

mod(n;NFFT )

NFFT

∆T

T

)
e
−j2πεi mod(n;NFFT )

NFFT (5.105)

where C∆T,n is a real-valued positive factor that depends on the carrier index
n and the clock frequency offset ∆T/T . Hence, the equaliser is not able to
eliminate the ICI. The powers of the average useful component, the intercarrier
interference (5.17) and the noise (5.15) at the input of the decision device are
independent of the block index i and yield

PU,n = |C∆T,n|2|Gn|2B2
n,n

PICI,n = |C∆T,n|2Bn,n
NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n
|Gn′ |2Bn,n′

E[|Wi,n|2] = N0|C∆T,n|2Bn,n (5.106)

where

Bn,n′ =

∣∣∣∣∣D
(
n′ − n
NFFT

+
mod(n′;NFFT )

NFFT

∆T

T

) ∣∣∣∣∣

2

In (5.106), the energy per symbol Es,n equals Es,n = Es for carriers outside the
rolloff area and equals Es,n = 0 for carriers inside the rolloff area. From (5.106)
it follows that the OFDM(A) system is degraded as compared to the case of a
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zero clock frequency offset. The resulting SNR (5.16) yields

SNRn =
SNRn(0)Bn,n

1 +
∑NFFT−1
n′=0;n′ 6=n SNRn′(0)Bn,n′

(5.107)

where SNRn(0) is given by (5.84).The SNR depends on the carrier index
n. Considering the SNR (5.84) in the absence of synchronisation errors, the
OFDM(A) system suffers from an additional degradation ∆Deg caused by the
clock frequency offset as compared to the case of a zero clock frequency offset

∆Deg = −10 logBn,n + 10 log


1 +

NFFT−1∑

n′=0;n′ 6=n
SNRn′(0)Bn,n′


 (5.108)

An upper bound for the degradation can be found in the same way as for the
ideal channel. This yields

∆Deg ≤ −10 logBn,n + 10 log


1 + SNR(0)

NFFT−1∑

n′=0;n′ 6=n
|Gn′ |2Bn,n′


 (5.109)

where SNR(0) = (NFFT /(NFFT + ν))Es/N0. The upper bound is reached
when the transmit pulse has zero rolloff (α = 0). The upper bound (5.109) on
the additional degradation depends on the carrier index and is a function of the
product NFFT∆T/T when n/NFFT is a fixed value. The upper bound (5.109)
yields an accurate approximation for the actual additional degradation when
the rolloff area is small.

In figure 5.33, the upper bound (5.103) on the additional degradation is
shown as function of the product NFFT∆T/T , for the dispersive channel (5.87),
SNR(0) = 20 dB and for the carrier indices n = 0 and n = NFFT /2, where the
total degradation caused by the dispersive channel is minimum and maximum,
respectively. As is observed, the additional degradation depends on the carrier
index but is essentially independent of the channel transfer function. For n =
NFFT /2, the total degradation (i.e., the degradation of the SNR as compared
to SNR(0) caused by the dispersive channel and the clock frequency offset)
is shown in figure 5.34, under the same conditions as figure 5.33. For a small
clock frequency offset, the total degradation is essentially independent of the
clock frequency offset. In this case, the effect of the clock frequency offset can
be neglected as compared to the effect of the dispersive channel. For increasing
clock frequency offset, the total degradation in the case of the dispersive channel
essentially coincides with the degradation at n = NFFT /2 in the case of the ideal
channel. Hence, the clock frequency offset becomes the dominating effect. When
we compare these results with the results found for an ideal channel (section
5.4.2), we observe that the results are very similar.
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Figure 5.33: Additional degradation caused by clock frequency offset, SNR(0) =
20 dB

Figure 5.34: Maximum total degradation caused by dispersive channel and clock
frequency offset, SNR(0) = 20 dB
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Timing Jitter

In the case of a dispersive channel, the quantities (5.23) can be approximated
for small jitter variances and slowly varying jitter by

Ai,i′,n,n′ ≈ δi,i′Gn′
(
δn,n′ + j2πSn′

1

NFFT

NFFT−1∑

k=0

e
−j2π k(n−n′)

NFFT εi(NFFT+ν)+k

)

(5.110)
The timing jitter introduces self-interference and intercarrier interference at the
outputs of the FFT. Similarly as in section 5.4.2, it can be verified that when the
timing jitter rapidly varies as compared to the averaging time of the equaliser
and the jitter variances are small, the MMSE equaliser is essentially the same as
in the absence of timing errors and is given by (5.83). The powers of the average
useful component, the self-interference, the intercarrier interference (5.17) and
the noise (5.15) at the input of the decision device are independent of the block
index i and yield

PU,n = |Cch,n|2
PSI,n = |Cch,n|2(2π)2|Gn|2|Sn|2B0,0

PICI,n = |Cch,n|2(2π)2|Gn|2
NFFT−1∑

n′=0;n′ 6=n

Es,n′

Es,n
|Sn′ |2|Gn′ |2Bn,n′

E[|Wi,n|2] = N0|Cch,n|2 (5.111)

where Bn,n′ is given by

Bn,n′ =

∫ +1/2T

−1/2T

Sε(e
j2πfT )

∣∣∣∣D
(
fT − n− n′

NFFT

) ∣∣∣∣
2

df

and D(x) is defined in (5.35) and Sn = mod(n;NFFT )/NFFT for carriers outside
the rolloff. In (5.111), the energy per symbol Es,n equals Es,n = Es for carriers
outside the rolloff area and equals Es,n = 0 for carriers inside the rolloff area.
From (5.111) it follows that the OFDM(A) system is degraded as compared to
the case of a zero clock frequency offset. The resulting SNR (5.16) yields

SNRn =
SNRn(0)

1 + (2π)2
∑NFFT−1
n′=0;n′ 6=n SNRn′(0)|Sn′ |2Bn,n′

(5.112)

where SNRn(0) is given by (5.84). The SNR depends on the carrier index n.
Comparing (5.84) with (5.112), it is clear that the timing jitter introduces an
additional degradation as compared to the case where no timing jitter is present.
This yields

∆Degn = 10 log


1 + (2π)2

NFFT−1∑

n′=0;n′ 6=n
SNRn′(0)|Sn′ |2Bn,n′


 (5.113)
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The additional degradation depends on carrier index n. An upper bound for
the degradation can be found in a similar way as for the ideal channel. This
yields

∆Degn ≤ 10 log


1 + (2π)2SNR(0)

NFFT−1∑

n′=0;n′ 6=n
|Gn′ |2|Sn′ |2Bn,n′


 (5.114)

The upper bound is reached when the transmit pulse has zero rolloff (α = 0). It
can be verified that the upper bound on the additional degradation is essentially
independent of NFFT when the number of carriers is large. The upper bound
(5.114) on the additional degradation yields an accurate approximation for the
actual additional degradation for the carriers outside the rolloff area when the
rolloff area is small.

The upper bound (5.114) on the additional degradation is shown in fig-
ure 5.35 as function of the jitter variance, for the dispersive channel (5.87),
SNR(0) = 20 dB, a jitter power spectral density as shown in figure 5.16 with
fL = 0, fB = 2/(NFFTT ) and for the carrier indices n = 0 and n = NFFT /2,
yielding the minimum and maximum total degradation, respectively. It is ob-
served that the curves of the minimum and maximum additional degradation
of the dispersive channel essentially coincide with the minimum and maximum
degradation in the case of the ideal channel, respectively. Hence, the additional
degradation depends on the carrier index, but is essentially independent of the
channel transfer function. Furthermore, the total degradation (i.e., the degra-
dation of the SNR as compared to SNR(0) caused by the dispersive channel and
the timing jitter) for the carrier n = NFFT /2 is shown in figure 5.36 under the
same conditions as for figure 5.35. For small jitter variances, the total degrada-
tion is essentially independent of the jitter variance: the degradation is mainly
caused by the dispersive channel. For increasing jitter variances, the curves of
the total degradation in the dispersive channels essentially coincide with the
curve of the degradation at n = NFFT /2 in the case of the ideal channel. In
this case, the timing jitter becomes the dominating effect. When comparing
the results in the case of a dispersive channel and an ideal channel (see section
5.4.2), we observe that the results are very similar.

5.6 Conclusions and Remarks

In this chapter, we have investigated the sensitivity of OFDM, uplink OFDMA
and downlink OFDMA to synchronisation errors. The cyclic prefix of these
systems is assumed to be sufficiently long, to cope with channel dispersion and
timing misalignment. First we have considered an ideal transmission channel,
and have computed the corresponding SNR degradation caused by synchroni-
sation errors, as compared to the SNR for perfect synchronisation. We have
shown that OFDM, downlink OFDMA and uplink OFDMA yield essentially
the same degradation. Further, we have found that the SNR degradations on a
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Figure 5.35: Maximum total degradation caused by dispersive channel and tim-
ing jitter, NFFT = 64, SNR(0) = 20 dB

Figure 5.36: Maximum total degradation caused by dispersive channel and tim-
ing jitter, NFFT = 64, SNR(0) = 20 dB
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dispersive channel and over an ideal channel, as compared to the SNR on the
respective channels without synchronisation errors, are nearly the same. This
indicates that the results pertaining to the ideal channel are also relevant to
more realistic channels. These results are briefly summarised in Table 5.5. A
more extended discussion is presented below.

Assuming that all compensations of the effect of synchronisation errors are
carried out by one-tap equalisers at the outputs of the FFT, the synchronisation
errors affect the OFDM(A) system in the following way.

• A constant carrier phase offset only yields a phase rotation of the FFT
outputs, which is compensated by the equaliser without loss of perfor-
mance.

• A constant timing offset introduces a carrier-dependent phase rotation
of the FFT outputs that correspond to carriers outside the rolloff area.
The rotation of these carriers is compensated by the equaliser without
performance degradation. The carriers inside the rolloff are affected not
only by a phase rotation but also by an attenuation. The compensation
of this attenuation yields a performance loss. This degradation can be
avoided by not using the carriers in the rolloff area.

• A (relative) carrier frequency offset ∆FT yields a rotation at a speed
of 2π∆FT rad/sample at the input of the FFT. This rotation gives rise
to a degradation that is the same for all carriers, and is proportional to
(NFFT∆FT )2. If this degradation can not be tolerated, frequency offset
correction must be applied at the transmitter (uplink) or in front of the
FFT at the receiver (downlink).

• A (relative) clock frequency offset ∆T/T yields a degradation that de-
pends on the carrier index and is proportional to (NFFT∆T/T )2. If this
degradation can not be tolerated, timing correction must be applied at
the transmitter (uplink) or in front of the FFT at the receiver (downlink).

• Carrier phase jitter gives rise to a degradation that is essentially indepen-
dent of the jitter spectrum shape, the number of carriers and the carrier
index, provided that the modulated carriers have the same power. The
degradation is proportional to the jitter variance. The scatter diagram at
the input of the decision device does depend on the jitter spectrum shape.
Low-frequency jitter (|f | < 1/(NFFTT )) yields mainly self-interference,
causing an angular displacement in the scatter diagram. High-frequency
jitter (|f | > 1/(NFFTT )) gives rise to intercarrier interference, yielding a
circular cloud in the scatter diagram.

• Timing jitter gives rise to a degradation that is essentially independent of
the jitter spectrum shape and the number of carriers, provided that the
modulated carriers have the same power. The degradation depends on the
carrier index, and is proportional to the jitter variance. The dependence
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Table 5.5: Overview of the effect of synchronisation errors on the OFDM(A)
system for all carriers modulated

constant phase offset - no degradation
constant timing offset - no degradation
carrier frequency offset - strong degradation, proportional to

(NFFT∆FT )2

- degradation independent of carrier index
clock frequency offset - strong degradation, proportional to

(NFFT∆T/T )2

- degradation depends on carrier index
carrier phase jitter - degradation independent of NFFT and

spectral contents of jitter, proportional to σ2
φ

- degradation independent of carrier index
- scatter diagram depends on spectral contents

jitter
jitter timing jitter - degradation independent of spectral contents

jitter and essentially independent of NFFT for
large NFFT , proportional to σ2

ε

- degradation depends on carrier index
- scatter diagram depends on spectral contents

jitter

of the scatter diagram at the input of the decision device on the jitter
spectrum shape is similar to the case of carrier phase jitter.

The research leading to the results in this chapter has originated in a number
of scientific papers. In [Ste98b], we have investigated the effect of carrier phase
jitter on OFDMA, and a comparison with OFDM and conventional FDMA has
been carried out [Ste97b]. In [Ste00] we have presented an overview of the
sensitivity of OFDM to all types of synchronisation errors considered in this
chapter.

It should be mentioned that some results on the sensitivity of OFDM to
synchronisation errors were already available when we started the research for
this thesis.

• In [Pol93], [Pol95a], [Pol96] and [Pol98], the impact of carrier phase errors
on OFDM performance has been investigated in terms of the SNR degra-
dation, and some comparisons with conventional single-carrier modulation
have been made. In [Pol94], the sensitivity of OFDM to clock frequency
offset has been considered. However, these papers mainly consider trans-
mission over an ideal channel, whereas in our work also the dispersive
channel is investigated. Moreover, in [Pol96], the effect of the frequency
translation of the received OFDM signal with respect to the receive filter
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has not been properly taken into account; the correct analysis is given in
our section 5.4.1.

• In [Zog96] the effect of timing jitter on OFDM performance has been in-
vestigated. However, the jitter is assumed to be constant over an OFDM
block, whereas in our work a less restrictive jitter model is assumed. In ad-
dition in [Zog96] the degradation of the carriers in the rolloff area, caused
by timing offset, is not taken into account.

• In [Tom98], the sensitivity of OFDM to timing jitter has been considered.
However, in spite of the small timing jitter, the authors do not consider
any linearisation, so the resulting expressions are quite complicated and
hard to interpret. The linearisation carried out in this work yields simple
expressions from which the effect of various parameters is easily derived.



Chapter 6

Multicarrier CDMA

6.1 Introduction

In chapter 5, the orthogonal frequency division multiplexing (OFDM) technique,
consisting of a number of orthogonal carriers, has been presented. However,
OFDM still needs to be extended with a multiple access technique in order
to support different users. A possible solution to separate the users is to use
spreading sequences, i.e., to use CDMA as a multiple access technique. Recently,
some new techniques for high data rate communications, based on a combination
of a multicarrier technique and CDMA were proposed [Har97], [Faz97], [Faz00],
[Faz93], [Yee93], [Cho93], [VBl98], [DaS93], [Van93], [Lin99]. The proposed
techniques can be classified into two categories.

• In the multicarrier CDMA (MC-CDMA) technique [Faz93], [Yee93],
[Cho93], [VBl98], the original data stream is first multiplied with the
spreading sequence and then modulated on the different carriers, as shown
in figure 6.1: as the chips belonging to the same symbol interval are mod-
ulated on different carriers, the spreading is done in the frequency domain.
In MC-CDMA, the carriers satisfy the orthogonality condition with mini-
mum frequency separation, similarly as in the OFDM technique (see figure
6.1). Hence, the transmitter and receiver can be implemented using fast
Fourier transforms (FFT).

• In the other category, the serial-to-parallel converted data stream is mul-
tiplied with the spreading sequence and then the chips belonging to the
same symbol interval modulate the same carrier, as shown in figure 6.2:
the spreading is done in the time domain. Two schemes belong to this
group: multicarrier DS-CDMA (MC-DS-CDMA) [DaS93] and multitone
CDMA (MT-CDMA) [Van93]. In the MC-DS-CDMA technique, the car-
riers are chosen orthogonal with minimum frequency separation, similarly

143
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Figure 6.1: Spreading in the frequency domain (MC-CDMA)

as in the OFDM technique (see figure 6.2). Hence an FFT can be used to
modulate the spread data. In the MT-CDMA technique, the carriers are
not orthogonal (see figure 6.2).

In this work, only the MC-CDMA technique will be considered. The MC-CDMA
technique has been investigated in the context of high data rate communications
over dispersive channels and has been proposed for mobile radio communication
[Faz93]. As all MC-CDMA user signals occupy the whole system bandwidth,
MC-CDMA is less vulnerable to channel dispersion than MC-DS-CDMA. Unlike
MC-CDMA, MT-CDMA is affected by multiuser interference when the channel
is ideal.

In this chapter, we investigate the sensitivity of the MC-CDMA system to
synchronisation errors for both downlink and uplink transmission. The chapter
is organised as follows: in section 6.2, the transmitter of the MC-CDMA system
is introduced. The receiver of the MC-CDMA system is derived in section 6.3,
for both downlink and uplink MC-CDMA. In section 6.4, we separately consider
the influence of carrier phase errors and timing errors in the case of an ideal
channel. The effect of the synchronisation errors in the presence of a dispersive
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Figure 6.2: Spreading in the time domain (MC-DS-CDMA, MT-CDMA)

channel is investigated in section 6.5. The results are discussed in section 6.6.

6.2 The MC-CDMA Transmitter for a Single
User

The conceptual block diagram of the MC-CDMA transmitter is shown in fig-
ure 6.3 for a single user [Har97], [Faz97], [Faz00], [Faz93], [Yee93], [Cho93],
[VBl98]. Without loss of generality, the terminology for the uplink is used.
The data symbols {ai,`} are generated at a rate Rs, where ai,` denotes the
ith symbol transmitted by the user `. Each data symbol is multiplied with
a spreading sequence ci,` of rate NcRs (Nc is the spreading factor): ci,` =
(1/
√
Nc)[ciNc,` . . . ciNc+Nc−1,`]

T , where ciNc+n,` is the nth chip during the ith
symbol interval, of the sequence belonging to the user `. In this work, we re-
strict our attention to two types of orthogonal spreading sequences, i.e., Walsh-
Hadamard (WH) and overlay sequences, that have been discussed in section
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Figure 6.3: Conceptual block diagram of the MC-CDMA transmitter for a single
user

2.4.3. The resulting sequence bi,` = [biNc,` . . . biNc+Nc−1,`]
T is given by

bi,` = ci,`ai,` (6.1)

Each of the Nc components of bi,` will be modulated on a different carrier.
As in OFDM, these carriers are orthogonal by a proper selection of the carrier
spacing: this spacing equals the per carrier chip rate (= Rs). In chapter 5,
we have shown that the carriers inside the rolloff area are severely affected by
some types of timing errors. To avoid this degradation, only carriers outside the
rolloff area are used. Assuming that NFFT carriers are available and square-root
raised-cosine filters with rolloff α are used at the transmitter and the receiver,
the number Nc of carriers actually used satisfies Nc ≤ (1 − α)NFFT . The
Nc components of bi,` are modulated on carriers outside the rolloff area (see
figure 6.4) by using an IFFT of length NFFT . This results in the sequence
si,` = [siNFFT ,` . . . siNFFT+NFFT−1,`]

T , given by

si,` = FQbi,` = FQci,`ai,` (6.2)

which denotes the ith MC-CDMA block of the `th user. In (6.2), Fk,n =
(1/
√
NFFT ) exp(j2πkn/NFFT ) denotes the NFFT ×NFFT matrix of the inverse

FFT and Q is an NFFT ×Nc matrix given by

Q =




INc/2 0Nc/2×Nc/2
0(NFFT−Nc)×Nc/2

0Nc/2×Nc/2 INc/2


 (6.3)

In (6.3), IK is the identity matrix of dimension K ×K, and 0K×M is a K ×M
matrix containing only zeroes.

As in OFDM, each MC-CDMA block is preceded by a cyclic prefix of ν
samples, in order to avoid interference between successive blocks and between
carriers when transmitting over a dispersive channel. The resulting transmitted
samples during the ith block are {si(NFFT+ν)+n,`|n = −ν, . . . , NFFT −1}, where
the first ν samples are a duplication of the last ν samples, {si(NFFT+ν)+n,`|n =
−ν, . . . ,−1} = {si(NFFT+ν)+n,`|n = NFFT − ν, . . . , NFFT − 1}. After nor-
malisation such that the energy per symbol transmitted by user ` equals
Es,`, where Es,` = E[|ai,`|2], the resulting time-domain sequence si,` =
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[si(NFFT+ν)−n,` . . . si(NFFT+ν)+NFFT−1,`]
T yields

si,` =

√
NFFT

NFFT + ν
ΩFQci,`ai,` (6.4)

where

Ω =

(
0 Iν
INFFT

)
(6.5)

Hence, the transmitter converts one data symbol into a block of NFFT + ν
samples using the linear transformation Ttr,i,` (2.1), i.e.,

Ttr,i,` =

√
NFFT

NFFT + ν
ΩFQci,` (6.6)

The sequence si,` (6.4) is multiplied with the transmit clock signal that has a
frequency 1/T = Rs(NFFT + ν). The resulting signal is applied to a transmit
filter, which is a unit-energy square-root Nyquist filter with transfer function
P (f) (e.g., a square-root raised cosine filter with rolloff α), resulting in the
complex baseband signal s`(t):

si,`(t) =
+∞∑

i=−∞

NFFT−1∑

k=−ν
si(NFFT+ν)+k,`p(t− (k + i(NFFT + ν))T − τc) (6.7)

where τc is a time delay representing the transmit clock phase. Note that the
MC-CDMA signal consists of Nc carriers, each of which has a chip rate that
equals the original symbol rate Rs. The signal s`(t) is upconverted, yielding a
real-valued bandpass signal that is transmitted over the channel.

6.3 Multiple Users

When different users are present, multiuser interference (MUI) can occur. De-
pending on the type of communication system, the spreading sequences must
be chosen carefully as only a limited amount of MUI is allowed. In a stand-
alone system, i.e., with only one basestation communicating with multiple users,
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orthogonal sequences like Walsh-Hadamard sequences can be used. These se-
quences have the advantage that no MUI is introduced in a non-dispersive chan-
nel.

When the system supports a large number of users, e.g., as in mobile ra-
dio communication, the covered area is partitioned into a number of hexagonal
cells. Each cell contains a basestation communicating with the users present
in the same cell. In such a system, we can distinguish two types of multiuser
interference: intracell interference, caused by the users of the same cell, and
intercell interference, caused by users in other cells. To limit the intracell inter-
ference, users of the same cell can use orthogonal Walsh-Hadamard sequences.
All cells make use of the same set of orthogonal sequences, but in each cell
these orthogonal sequences are multiplied with a random sequence that is com-
mon to all users of the same cell. Different cells are assigned different random
sequences, otherwise the interference between adjacent cells (intercell interfer-
ence) would be too high. This combination of an orthogonal sequence with a
random sequence is called an overlay sequence. The construction of the overlay
sequences is described in section 2.4.3. In the case of a non-dispersive channel,
no intracell interference is introduced, as the signals belonging to the different
users of the same cell are orthogonal. However, as different cells are assigned
different, uncorrelated random sequences, the overlay sequences belonging to
different cells are not orthogonal. Therefore, the signals belonging to users of
different cells introduce an amount of intercell interference, even in the case of
an ideal channel.

In this section, we will investigate the influence of intracell interference for
both uplink and downlink MC-CDMA. As a reference for the frequencies and
phases of the clock signal and the carrier oscillator, we use the frequencies
and phases of the network synchronisation reference signal, provided by the
basestation. As in downlink MC-CDMA the signals transmitted to the different
users are synchronised at the base station, the timing errors of the different
signals are the same. Furthermore, as all transmitted signals are upconverted
by the same carrier oscillator, they exhibit the same carrier phase error. In
uplink MC-CDMA, each user generates a local clock signal and a local carrier
oscillator of which the frequencies and phases are estimated from a network
synchronisation reference signal. Hence, the signals transmitted by the different
users exhibit a different carrier phase error and timing error. In the following,
we separately consider downlink and uplink MC-CDMA.

6.3.1 Downlink MC-CDMA

First, we consider the case of downlink MC-CDMA. To reduce the complex-
ity of the transmitter at the basestation, the transmitter is implemented as
shown in figure 6.5, with only one inverse FFT generating all user signals.
The number of active users equals Nu. The transmitted time-domain sequence
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Figure 6.5: Transmitter for downlink MC-CDMA

si = [si(NFFT+ν)−ν . . . si(NFFT+ν)+NFFT−1]T , is given by

si =

Nu∑

`=1

si,` (6.8)

where si,` follows from (6.4). The sequence si is multiplied with the transmit
clock signal, consisting of a periodic sequence of Dirac impulses, and applied to
the transmit filter P (f), which is a unit-energy square-root Nyquist filter (2.3),
yielding

s(t) =
+∞∑

i=−∞

NFFT−1∑

k=−ν
si(NFFT+ν)+kp(t− (k + i(NFFT + ν))T − τc) (6.9)

where τc is a time delay that represents the transmit clock phase. The transfer
function of the dispersive channel from the basestation to the receiver of user
` is given by Hch,`(f ; τ). The output of the dispersive channel is disturbed by
additive white Gaussian noise (AWGN) wLP (t) with uncorrelated real and imag-
inary parts, each having a power spectral density (psd) of N0/2. Furthermore,

the signal is affected by the carrier phase difference θc − θ̂r,`(t), where θc is the

phase of the upconverting carrier at the transmitter and θ̂r,`(t) is the estimated
optimum carrier phase for downconversion at the receiver (see (2.10)), resulting
in the complex baseband signal r`(t) after downconversion. The receiver block
diagram of user ` is shown in figure 6.6. At the receiver of user `, the signal
r`(t) is applied to the receiver filter, which is matched to the transmit filter,
and sampled at the instants t̂i(NFFT+ν)+k,` = ti(NFFT+ν)+k,`+ εi(NFFT+ν)+k,`T ,

where ti(NFFT+ν)+k,` = (k + i(NFFT + ν))T + τ `r,i(NFFT+ν)+k are the optimum

sampling instants (see (2.10)) and εi(NFFT+ν)+k,` is the normalised timing error
of the kth sample of the ith MC-CDMA block at the receiver of user `.

Assuming the channel transfer function Hch,`(f ; τ) and the carrier phase dif-

ference θc−θ̂r,`(t) are slowly varying as compared to the duration of the sampling
interval T , the samples vi,` = [vi(NFFT+ν)−ν,` . . . vi(NFFT+ν)+NFFT−1,`]

T at the
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output of the receiver filter yield

vi(NFFT+ν)+k,` =
+∞∑

i=−∞

NFFT−1∑

k′=−ν
si′(NFFT+ν)+k′ ·

heq,`(ti(NFFT+ν)+k,` − ti′(NFFT+ν)+k′,`; ti(NFFT+ν)+k,`)

+ wi(NFFT+ν)+k,` (6.10)

where wi(NFFT+ν)+k,` is the value of the matched filter output noise at the

instant t̂i(NFFT+ν)+k,`, originating from the noise contribution wLP (t), and
heq,`(t; ti(NFFT+ν)+k,`) is the impulse response of the equivalent time-varying
channel corresponding to user `, with transfer function as defined in (2.21)

Heq,`(f ; ti(NFFT+ν)+k,`) = H`(f ; ti(NFFT+ν)+k,`) ·
ej(φ`(ti(NFFT+ν)+k,`)−∆θ`(ti(NFFT+ν)+k,`)) ·
ej2πf(εi(NFFT+ν)+k,`T+∆τi(NFFT+ν)+k,`) (6.11)

In (6.11), φ(t) is the carrier phase error; the phase shift ∆θ`(ti(NFFT+ν)+k)
and the time delay ∆τi(NFFT+ν)+k,` depend on the channel characteristics, and
H`(f ; ti(NFFT+ν)+k,`) is the transfer function of the cascade of the transmit filter,
the dispersive channel and the receiver filter, i.e., H`(f ; τ) = Hch,`(f ; τ)|P (f)|2.

The receiver removes from each MC-CDMA block the ν samples correspond-
ing to the cyclic prefix, and keeps the remaining NFFT samples for further pro-
cessing. As shown in appendix D.2, the MMSE receiver structure consists of
an FFT of length NFFT followed by one-tap equalisers. As only the carriers
outside the rolloff are modulated, only the corresponding FFT outputs are fol-
lowed by one-tap equalisers. The equaliser coefficient g`i,n scales and rotates the
M(n)th FFT output during the ith MC-CDMA block, where M(n) denotes the
index of the carrier that contains the nth chip of the MC-CDMA block. The Nc

equaliser outputs are multiplied with the spreading sequence of the considered
user and summed, to obtain the samples zi,` at the input of the decision device.
Defining the matrix Di,` as the diagonal matrix of order Nc×Nc of the equaliser
coefficients, i.e., (Di,`)n,n′ = δn,n′g

`
i,n, and A† as the Hermitian of the matrix

A, the samples zi,` yield

zi,` = c†i,`Di,`Q
†F†Ξvi,` (6.12)
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where Ξ = (0 INFFT ) is a NFFT × (NFFT + ν) matrix. Hence, the received
samples vi,` are demodulated using the linear transformation bi,` (2.5), where

bi,` = c†i,`Di,`Q
†F†Ξ is a vector of order 1 × (NFFT + ν). The sample zi,` at

the input of the decision device is decomposed into four contributions:

zi,` =

√
NFFT

NFFT + ν
ai,`Ii,i,`,` +

√
NFFT

NFFT + ν

+∞∑

i′=−∞;i′ 6=i
ai′,`Ii,i′,`,`

+

√
NFFT

NFFT + ν

+∞∑

i′=−∞;i′ 6=i

Nu∑

`′=1;`′ 6=`
ai′,`′Ii,i′,`,`′ +Wi,` (6.13)

where

Ii,i′,`,`′ =
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ci′Nc+n′,`′g
`
i,nA

`
i,i′,n,n′ (6.14)

A`i,i′,n,n′ =
1

NFFT

NFFT−1∑

k=0

NFFT−1∑

k′=−ν
e
−j2π kM(n)−k′M(n′)

NFFT ·

heq(ti(NFFT+ν)+k,` − ti′(NFFT+ν)+k′,`; ti(NFFT+ν)+k,`)(6.15)

The quantity Ii,i′,`,`′ represents the contribution of the symbol ai′,`′ to the
input of the decision device of the `th user during the ith MC-CDMA block.
In (6.13), the first contribution is the useful component. This contribution can
be further decomposed into an average useful component E[Ii,i,`,`], and a zero-
mean fluctuation Ii,i,`,` − E[Ii,i,`,`] about its average, i.e., the self-interference
(SI). The second contribution (i′ 6= i, `′ = `) is the intersymbol interference
(ISI), caused by other symbols from the same user. The third contribution
(`′ 6= `) denotes the multiuser interference (MUI). The last contribution is the
additive noise term with variance

E[|Wi,`|2] = N0
1

Nc

Nc−1∑

n=0

|g`i,n|2
∆
= N0σ

2
i,` (6.16)

The performance of the MC-CDMA system is measured by the signal-to-
noise ratio (SNR) (2.59), which is the ratio of the power of the average useful
component to the sum of the powers of the self-interference, the intersymbol
interference, the multiuser interference and the noise. This yields

SNRi,` =
NFFT

NFFT+νEs,`PU,i,`

N0σ2
i,` + NFFT

NFFT+νEs,`(PSI,i,` + PISI,i,` + PMUI,i,`)
(6.17)
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where

PU,i,` = |E[Ii,i,`,`]|2
PSI,i,` = E[|Ii,i,`,` − E[Ii,i,`,`]|2]

PISI,i,` =
+∞∑

i′=−∞;i′ 6=i
E[|Ii,i′,`,`|2] (6.18)

PMUI,i,` =
+∞∑

i′=−∞

NFFT−1∑

`′=1;`′ 6=`

Es,`′

Es,`
E[|Ii,i′,`,`′ |2]

The instantaneous SNR (6.17) depends on the block index i and the user index
`. In many cases of practical interest, the dependency of (6.17) on one or both
indices disappears.

In the case of an ideal channel (Hch,`(f ; τ) = 1) and in the absence of
synchronisation errors, the receiver filter output samples are given by

vi(NFFT+ν)+k =

Nu∑

`′=1

si(NFFT+ν)+k,`′+wi(NFFT+ν)+k, k = −ν, . . . , NFFT −1

(6.19)
where wi(NFFT+ν)+k is Gaussian with E[wi(NFFT+ν)+kw

∗
i′(NFFT+ν)+k′ ] =

N0δk−k′δi−i′ , and si(NFFT+ν)+k,`′ is given by (6.4). Removing the cyclic prefix
and applying the remaining samples to the FFT yields the following expression
for the M(n)th FFT output yi,M(n):

yi,M(n) =

√
NFFT

NFFT + ν

Nu∑

`′=1

1√
Nc

ciNc+n,`′ai,`′ +Wi,M(n) (6.20)

with E[Wi,M(n)W
∗
i′,M(n′)] = N0δn−n′δi−i′ . The equaliser coefficients do not de-

pend on the carrier index nor the time index: gi,M(n) = g0,0. The corresponding
quantity zi,` at the input of the decision device is determined by

zi,`
g0,0

=
1√
Nc

Nc−1∑

n=0

yi,M(n)c
∗
iNc+n,`

=

√
NFFT

NFFT + ν


ai,` +

Nu∑

`′=1;`′ 6=`
ai,`′

1

Nc

Nc−1∑

n=0

c∗iNc+n,`ciNc+n,`′




+
1√
Nc

Nc−1∑

n=0

Wi,M(n)c
∗
iNc+n,` (6.21)

The third term in (6.21) is a noise contribution with variance equal to N0. The
second term in (6.21) is MUI; this term is zero when the spreading sequences
are orthogonal:

1

Nc

Nc−1∑

n=0

c∗iNc+n,`ciNc+n,`′ = δ`−`′ (6.22)



6.3. MULTIPLE USERS 153

The resulting SNR is independent of the symbol index i and is given by

SNR`(0) =
NFFT

NFFT + ν

Es,`
N0

(6.23)

The factor NFFT /(NFFT +ν) in (6.23) accounts for the loss in power efficiency,
that results from not using the ν samples that are contained in the cyclic prefix.

In the presence of a dispersive channel or synchronisation errors, the SNR
is reduced as compared to SNR`(0). The degradation of the SNR as compared
to SNR`(0) (expressed in dB), caused by the presence of a dispersive channel
and the synchronisation errors, is given by

Degi,` = −10 log

(
PU,i,`

σ2
i,` + SNR`(0)(PSI,i,` + PISI,i,` + PMUI,i,`)

)
(6.24)

For a sufficient cyclic prefix length, i.e., when the duration of the impulse
response heq,`(t; ti(NFFT+ν)+k,`) does not exceed the duration of the cyclic prefix,
no intersymbol interference is introduced (Ii,i′,`,`′ = 0, for i′ 6= i, i.e., PISI,` =
0). From appendix D it follows that the quantities (6.15) reduce to

A`i,i′,n,n′ = δi,i′
1

NFFT

NFFT−1∑

k=0

e
−j2π k(M(n)−M(n′))

NFFT Gn′,`(ti(NFFT+ν)+k,`) (6.25)

where

Gn,`(ti(NFFT+ν)+k) =
1

T

+∞∑

m=−∞
Heq,`

(
M(n)

NFFTT
+
m

T
; ti(NFFT+ν)+k,`

)
(6.26)

is the folded transfer function of the equivalent time-varying filter (6.11) be-
longing to user `, evaluated at the frequencies n/(NFFTT ).

The computation complexity of the expressions (6.18) strongly increases for
an increasing spreading factor Nc. To reduce this computation complexity,
we present accurate approximations for (6.18), that make use of the simplified
expressions from appendix C.

6.3.2 Uplink MC-CDMA

In uplink MC-CDMA, the transmitter of each user derives a clock signal and a
carrier oscillator signal from a network synchronisation reference signal. Hence,
the transmitter of user ` has a user dependent, time-varying carrier phase θc,`(t)
and clock phase τi(NFFT+ν)+k,` (see (2.25)). The time-domain sequence si,` =
[si(NFFT+ν)−ν,` . . . si(NFFT+ν)+NFFT−1,`]

T , transmitted by user ` is multiplied
with the transmit clock signal and applied to the transmit filter, yielding

s`(t) =
+∞∑

i=−∞

NFFT−1∑

k=−ν
si(NFFT+ν)+k,`p(t− (k+ i(NFFT + ν))T − τi(NFFT+ν)+k,`)

(6.27)
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Figure 6.7: Channel and receiver structure for uplink MC-CDMA

The transfer function of the dispersive channel from the transmitter of user ` to
the basestation is denoted as Hch,`(f ; τ). The output of the dispersive channel is
affected by the carrier phase difference θc,`(t)−θr, where θr is the carrier phase of
the oscillator used by the basestation. At the basestation, the received signal r(t)
consists of the contributions from the signals transmitted by the Nu active users,
disturbed by AWGN wLP (t). The signal r(t) is applied to the receiver filter and
sampled at the instants ti(NFFT+ν)+k = (k+ i(NFFT +ν))T +τr, where τr is the
time delay corresponding to the clock phase of the basestation clock. Assuming
the channel transfer functions Hch,`(f ; τ) and the carrier phase differences θc −
θ̂r,`(t) of the different users vary slowly as compared to the sampling duration T ,
and the timing phases τi(NFFT+ν)+k,` vary slowly as compared to the duration
of the composite channel impulse response with transfer function H`(f ; τ) =
Hch,`(f ; τ)|P (f)|2, the samples vi = [vi(NFFT+ν)−ν . . . vi(NFFT+ν)+NFFT−1]T at
the output of the receiver filter yield

vi(NFFT+ν)+k =

+∞∑

i=−∞

NFFT−1∑

k′=−ν

Nu∑

`=1

si′(NFFT+ν)+k′,` ·

heq,`(ti(NFFT+ν)+k − ti′(NFFT+ν)+k′ ; ti(NFFT+ν)+k)

+ wi(NFFT+ν)+k (6.28)

where wi(NFFT+ν)+k is the value of the matched filter output noise at the instant
ti(NFFT+ν)+k and heq,`(t; ti(NFFT+ν)+k) is the impulse response of the equivalent
time-varying channel. The Fourier transform of the equivalent time-varying
channel heq,`(t; ti(NFFT+ν)+k) is given by (6.11), where the carrier phase error
φ`(t) and the timing error εi(NFFT+ν)+k,`T are defined in (2.25) and the phase
shift ∆θ`(ti(NFFT+ν)+k) and the time delay ∆τi(NFFT+ν)+k,` depend on the
channel characteristics.

Let us concentrate on the detection of the data symbols transmitted by user
`. The corresponding block diagram of the receiver is shown in figure 6.7. The
receiver removes the ν samples corresponding to the cyclic prefix, and keeps the
remaining NFFT samples for further processing. The receiver demodulates the
selected samples using an FFT. The outputs of the FFT are applied to one-tap
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equalisers with equaliser coefficients g`i,n. The outputs of the one-tap equalisers
are multiplied with the spreading sequence of the considered user ` and summed,
to obtain the samples zi,` at the input of the decision device. The samples zi,`
are given by (6.13), where Wi,` is a zero-mean complex-valued additive Gaussian
noise term with variance (6.16) and

Ii,i′,`,`′ =
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ci′Nc+n′,`′g
`
i,nA

`′
i,i′,n,n′ (6.29)

with A`i,i′,n,n′ being defined in (6.15). Similarly as for downlink communica-
tion, the samples zi,` can be decomposed into an average useful component,
a self-interference component, intersymbol interference, multiuser interference
and additive Gaussian noise. Furthermore, as in downlink MC-CDMA, the SNR
is defined as (6.23), where the quantity Ii,i′,`,`′ is now given by (6.29).

6.4 Effect of Synchronisation Errors

We have shown in chapter 5 that the use of a large number of carriers makes a
multicarrier system very sensitive to some types of synchronisation errors. These
synchronisation errors are classified in two categories: carrier phase errors and
timing errors. To clearly isolate the effect of the synchronisation errors, we
consider the case of an ideal channel, i.e., Hch,`(f ; τ) = 1, ∀`. Hence, the phase
shift ∆θ`(ti(NFFT+ν)+k) and the time delay ∆τi(NFFT+ν)+k,` equal zero. The
effect of a dispersive channel is investigated in section 6.5.

In downlink MC-CDMA, the MC-CDMA blocks transmitted to the different
users are aligned in time, while in uplink MC-CDMA, a timing misalignment of
the MC-CDMA blocks transmitted by the different users is present. However, it
is assumed that this misalignment is kept small, because the base station sends
timing correction information to the different users; this situation is similar to
uplink OFDMA, described in section 5.4. Further, we assume that the length
of the cyclic prefix is sufficiently long, so that small timing errors do not cause
interference from other MC-CDMA blocks (see figure 5.8) to the NFFT samples
selected for further processing. Hence, as no interblock interference is present
during the observed part of the block, the quantities (6.14) yield Ii,i′,`,`′ = 0
for i′ 6= i. The transmit and receiver filter are square-root raised-cosine filters
with rolloff α. In the following, we separately consider the cases of carrier phase
errors and timing errors.

6.4.1 Carrier Phase Errors

In this section, we investigate the sensitivity of downlink and uplink MC-CDMA
to carrier phase errors in the absence of timing errors (εi(NFFT+ν)+k,` = 0). In
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Figure 6.8: Influence of a constant phase offset on the constellation points,
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this case, (6.26) yields

Gn,`(ti(NFFT+ν)+k) = ejφ`(ti(NFFT+ν)+k) (6.30)

In the case of downlink MC-CDMA, the different user signals exhibit the same
carrier phase error φ`(t) = φ(t) ` = 1, . . . , Nu, while in uplink MC-CDMA, the
signals transmitted by the different users exhibit different carrier phase errors
φ`(t) ` = 1, . . . , Nu. In the following, we separately consider the case of a
constant phase offset, a carrier frequency offset and carrier phase jitter.

Constant Phase Offset

A constant mismatch between the phases of the carrier oscillators at the bases-
tation and the receiver of user ` (downlink) or the transmitter of user ` and the
basestation (uplink) introduces a constant phase offset φ`(t) = φ`. In downlink
communication, where the carrier phase error φ` = φ is the same for all user
signals, this constant phase offset introduces a carrier-independent rotation over
an angle φ of the contributions of all users at the FFT outputs, as compared to
the case of a zero phase offset. However, the constant phase offset does not af-
fect the orthogonality between the contributions corresponding to the different
users, i.e., no MUI is introduced. This means that, when the equaliser applies
no correction (g`i,n = 1), for both downlink and uplink MC-CDMA, the samples
zi,` (6.13) at the input of the decision device are rotated over an angle φ, as
shown in figure 6.8. To avoid the reduction of the noise margins, this phase
rotation is corrected by the equaliser: the equaliser rotates the FFT outputs
over (an estimate of) the angle −φ, i.e., (gMMSE)`i,n = C`e

−jφ where

C` =

√
NFFT

NFFT+ν

√
Es,`

N0 + NFFT
NFFT+νEs,`

(6.31)

In (6.31), C` is the value of the MMSE equaliser coefficient in the absence of
synchronisation errors. The MMSE equaliser in the presence of a constant phase
offset is independent of the block index i and of the carrier index n.
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In uplink communication, the contribution from the signal transmitted by
user ` at the output of the FFT is rotated over an angle φ`. Similarly as in
downlink MC-CDMA, a constant phase offset introduces no MUI but only yields
a rotation over an angle φ` of the sample zi,` (6.13) at the input of the decision
device when no correction is applied (g`i,n = 1). The equaliser compensates for

the phase rotation of the samples zi,`, i.e., (gMMSE)`i,n = C`e
−jφ` , where C`

is given by (6.31). Similarly as in downlink MC-CDMA, the MMSE equaliser
coefficients are independent of the block index i and the carrier index n.

The resulting samples at the input of the decision device, for both downlink
and uplink MC-CDMA, consist of the useful component disturbed by additive
noise. The variance of the noise is given by (6.16). As the phase rotation
applied to the FFT outputs does not enhance the noise power level (6.16), a
constant phase offset is compensated by the one-tap equalisers without loss of
performance. In this case, the SNR is equal to SNR`(0) from (6.23).

Carrier Frequency Offset

As shown in section 2.3.2, the effect of a carrier frequency offset ∆F` is twofold.
First, a frequency shift of the transmitted signal is introduced. As a part of
the received downconverted signal falls outside the bandwidth of the receiver
filter, this frequency shift introduces signal distortion and power loss. Hence,
this frequency shift results in a reduction of the useful component and the
introduction of interference at the receiver filter output. In chapter 3, it is
shown that the degradation caused by this frequency shift is small when the
carrier frequency offset is small as compared to the bandwidth of the receiver
filter, i.e., ∆F`T � 1. Further, a carrier frequency offset introduces a phase
rotation at a constant speed of 2π∆F` rad/s of the receiver filter output samples
vi,` (6.10). The rotating samples are applied to the FFT. In the following, we
will show that this rotation reduces the useful component and introduces MUI
at the input of the decision device. As the FFT behaves like a bank of filters,
each with a bandwidth in the order of 1/(NFFTT ), the frequency offset ∆F`
must satisfy ∆F`T � 1/NFFT in order to keep the degradation at the input of
the decision device within reasonable limits. Assuming ∆F`T � 1/NFFT , the
frequency shift of the signal at the input of the receiver will be ignored in the
following analysis, i.e., only the rotation of the samples vi,` will be taken into
account.

A carrier frequency offset between the carrier oscillators of the basestation
and the receiver of user ` (downlink) or the transmitter of user ` and the bases-
tation (uplink) introduces a carrier phase error that linearly increases with time
φ`(t) = 2π∆F`t+ φ`(0). Without loss of generality, we assume φ`(0) = 0.

In downlink communication, the contributions of the signals transmitted
to the different users exhibit the same carrier frequency offset. Assuming the
carrier phase error is slowly varying as compared to T , i.e., ∆F` � 1/T , the
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quantities Ii,i′,`,`′ (6.14) are given by

Ii,i′,`,`′ = δi,i′e
j2π∆F`i(NFFT+ν) 1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nBn,n′,` (6.32)

where

Bn,n′,` = D

(
M(n)−M(n′)

NFFT
+ ∆F`T

)

D(x) =
1

NFFT

NFFT−1∑

n=1

ej2πnx = ejπ(NFFT−1)x sinπNFFTx

NFFT sinπx
(6.33)

For small x, the approximations sin(πx) ≈ πx holds, so that D(x) is essentially a
function of NFFTx. In (6.32) we observe that the contributions of the different
users at the input of the decision device are rotating at a constant speed of
2π∆F`T (NFFT + ν) rad/symbol when g`i,n = 1. Hence, this rotation must be
compensated by the equaliser. Assuming the receiver of user ` can estimate the
carrier frequency offset ∆F`, the MMSE equaliser for both Walsh-Hadamard
sequences and overlay sequences has equaliser coefficients

(gMMSE)`i,n = Cn∆F,`e
−j2π∆F`Ti(NFFT+ν)D∗(∆F`T ) (6.34)

where Cn∆F,` is a real-valued positive factor that depends on the carrier frequency
offset ∆F`, the carrier index n and the user index `, but is independent of the
block index i. In (6.34) we observe that the equaliser compensates for the
systematic phase rotation of the received samples zi,`. However, the equaliser
(6.34) is not able to eliminate the MUI (Ii,i′,`,`′ 6= 0 for `′ 6= `). Let us consider
the case of the maximum load (Nu = Nc). This is the worst case, as the
multiuser interference power is maximum. When the rolloff area is small and the
spreading factor is essentially equal to the number of carriers, i.e., Nc ≈ NFFT ,
the factor Cn∆F,` is essentially independent of the carrier index n: Cn∆F,` ≈ C∆F,`.
In this case, the powers of the average useful component, the self-interference,
the multiuser interference and the noise are independent of the block index i
and yield

PU,` = |C∆F,`|2
(
|B0,0,`|2

)2

PSI,` = |C∆F,`|2|B0,0,`|2
1

N2
c

Nc−1∑

n,n′=0;n′ 6=n
|Bn,n′,`|2

PMUI,` = |C∆F,`|2|B0,0,`|2
Nc∑

`′=1;`′ 6=`

1

N2
c

Es,`′

Es,`

Nc−1∑

n,n′=0;n′ 6=n
|Bn,n′,`|2

E[|Wi,`|2] = N0|C∆F,`|2|B0,0,`|2 (6.35)

Hence, the MC-CDMA system is degraded as compared to the case of a zero
carrier frequency offset. In the interference powers (6.35), the summation over
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n and n′ corresponds to the summation over the Nc modulated carriers. To sim-
plify the expressions, we add non-negative terms for the unmodulated carriers
by extending the summation to all NFFT available carriers. This yields an up-
per bound for the powers of the self-interference and the multiuser interference
power, i.e.,

PSI,` ≤ |C∆F,`|2|D(∆F`T )|2 1

Nc
(1− |D(∆F`T )|2)

PMUI,` ≤ |C∆F,`|2|D(∆F`T )|2(1− |D(∆F`T )|2)
1

Nc

Nc∑

`′=1;`′ 6=`

Es,`′

Es,`
(6.36)

Considering this upper bound (6.36) for the interference powers, an upper bound
for the degradation (6.24) of the SNR as compared to SNR`(0) (6.23), caused
by the carrier frequency offset can be found. This yields

Deg` ≤ −10 log

(
|D(∆F`T )|2

1 + (1− |D(∆F`T )|2) 1
Nc

∑Nc
`′=1;`′ 6=` SNR`′(0)

)
(6.37)

The upper bound in (6.36) and (6.37) is reached when α = 0 and all carriers are
modulated (Nc = NFFT ). The degradation (6.37) depends on the user index `.
Considering the nature of D(x), the degradation is a function of NFFT∆F`T .
This upper bound (6.37) yields an accurate approximation for the actual degra-
dation when the rolloff area is small and Nc ≈ NFFT . For the maximum load
(Nu = Nc), the degradation (6.37) is independent of the spreading factor when
all users have the same symbol energy (Es,` = Es).

In uplink communication, the contributions of the signals transmitted by
the different users are affected by a different carrier frequency offset. Assuming
the carrier phase errors are slowly varying as compared to T , i.e., ∆F` � 1/T
(` = 1, . . . , Nu) the quantities Ii,i′,`,`′ (6.14) are given by

Ii,i′,`,`′ = δi,i′e
j2π∆F`′ i(NFFT+ν) 1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nBn,n′,`′ (6.38)

In (6.38), we observe that the contributions of the different users `′ at the
input of the decision device are rotating at a different constant speed of
2π∆F`′T (NFFT + ν) rad/symbol when g`i,n = 1. Assuming the basestation can
estimate the carrier frequency offsets ∆F` (` = 1, . . . , Nu) the MMSE equaliser
for both Walsh-Hadamard sequences and overlay sequences is given by (6.34),
where C∆F,` is a real-valued positive factor that depends on the carrier fre-
quency offsets ∆F`′ (`′ = 1, . . . , Nu) and the user index `, but is independent
of the carrier index n and the block index i. This factor in general is dif-
ferent from the factor for downlink MC-CDMA. In (6.38), it is observed that
the equaliser compensates for the systematic phase rotation of the useful com-
ponent. Contributions of other users are still rotating at a constant speed of
2π(∆F`′ −∆F`)T (NFFT + ν) rad/symbol. Similar as in downlink MC-CDMA,
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Figure 6.9: Carrier frequency offset, Nu = Nc

an upper bound for the degradation (6.24) can be found by adding non-negative
terms to the interference powers. This yields

Deg` ≤ −10 log

(
|D(∆F`T )|2

1 + 1
Nc

∑Nc
`′=1;`′ 6=` SNR`′(0)(1− |D(∆F`′T )|2)

)
(6.39)

Similarly as for downlink MC-CDMA, the upper bound is reached when α = 0
and all carriers are modulated (Nc = NFFT ). The degradation (6.39) depends
on the user index ` and is a function of NFFT∆F`T (` = 1, . . . , Nu). It is clear
that when in uplink MC-CDMA the signals transmitted by the different users
are affected by the same carrier frequency offset ∆F`′ = ∆F` (`′ = 1, . . . , Nu),
the results for uplink MC-CDMA are the same as for downlink MC-CDMA.

In figure 6.9, the degradation (6.37) is shown for the maximum load (i.e.,
Nu = Nc) and all users having the same energy per symbol Es,` = Es and the
same carrier frequency offset ∆F . We observe a high sensitivity of the MC-
CDMA system to the carrier frequency offset. As expected, to obtain small
degradations, only small frequency offsets are allowed, i.e., ∆FT � 1/NFFT .
In this case, the degradation is essentially proportional to (NFFT∆FT )2. The
degradation of figure 6.9 yields an upper bound when the carriers in the rolloff
area are not modulated.

The MC-CDMA system is simulated in the absence of additive noise (N0 =
0), the data symbols belong to the QPSK constellation, for α = 0, Nc = NFFT =
64, all users having the same energy per symbol Es,` = Es and the same carrier
frequency offset ∆FT = 2.10−3, in the case of Walsh-Hadamard sequences
and overlay sequences. Figures 6.10(a)-(b) show the scatter diagrams for the
Walsh-Hadamard sequences and the overlay sequences, respectively, assuming
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that there is no equaliser (g`i,n = 1). As we observe, the rotation at a speed
2π∆F`′T (NFFT + ν) rad/symbol of the samples at the input of the decision
device introduces a systematic phase rotation in the scatter diagram. To avoid
this systematic rotation of the constellation points, the equaliser (6.34) must
rotate the FFT outputs over an angle −2π∆FTi(NFFT + ν) − arg(D(∆FT ))
rad. The resulting scatter diagrams are shown in figures 6.11(a)-(b). We observe
that the scatter diagrams for the Walsh-Hadamard sequences and the overlay
sequences are essentially the same. The cloud in the scatter diagram has a
circular shape, as the multiuser interference has uncorrelated real and imaginary
parts, each having the same variance. In table 6.1, the mean square deviation
of the samples at the input of the decision device is shown for the simulations
of the scatter diagrams of figures 6.11. We observe that the simulation results
and the theoretical results agree well.

To get rid of the strong degradation caused by carrier frequency offset, carrier
frequency correction should be applied at the transmitter (uplink) or in front of
the FFT at the receiver (downlink).

Carrier Phase Jitter

When a carrier synchronisation algorithm is used to get rid of the constant
phase offset and the carrier frequency offset, the residual phase error can be
modelled as a zero-mean stationary jitter process with spectral density Sφ,`(f)
and variance σ2

φ,`.

In downlink MC-CDMA, the phase jitter is the same for all signals transmit-
ted to all users. We assume slowly varying phase jitter, so the bandwidth fB of
the jitter spectrum Sφ(f) needs to be fBT � 1. For small jitter variances, i.e.,
σ2
φ � 1, we can use the approximation exp(jφ(t)) ≈ 1 + jφ(t). The quantities
Ii,i′,`,`′ (6.14) reduce to

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,n · (6.40)

(
δn,n′ +

1

NFFT

NFFT−1∑

k=0

jφ(ti(NFFT+ν)+k)e
−j2π k(M(n)−M(n′))

NFFT

)

When the carrier phase jitter rapidly varies as compared to the averaging time
of the MMSE equaliser, the equaliser is not able to track the jitter. The
equaliser then averages the variations caused by the carrier phase jitter. As
for small jitter variances, the time average of exp(jφ(t)) can be approximated
by E[exp(jφ(t))] ≈ E[1 + jφ(t)] = 1, the MMSE equaliser is essentially the
same as in the absence of synchronisation errors, and is given by C` from (6.31).
The resulting powers of the average useful component, the self-interference, the
multiuser interference and the noise are independent of the block index i and
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Figure 6.10: Carrier frequency offset, Nu = Nc, g
`
i,n = 1, α = 0, Nc = NFFT =

64,∆FT = 2.10−3 (a) Walsh-Hadamard sequences (b) overlay sequences

Figure 6.11: Carrier frequency offset, Nu = Nc, MMSE equaliser, α = 0, Nc =
NFFT = 64,∆FT = 2.10−3 (a) Walsh-Hadamard sequences (b) overlay se-
quences

Table 6.1: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
Walsh-Hadamard 5.568E − 2 5.503E − 2

overlay 5.568E − 2 5.527E − 2
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yield

PU,` = |C`|2

PSI,` = |C`|2
1

Nc


 1

Nc

Nc−1∑

n,n′=0

|Bn,n′ |2 + (Nc − 1)B0,0




PMUI,` = |C`|2
1

Nc

Nu∑

`′=1;`′ 6=`

Es,`′

Es,`


 1

Nc

Nc−1∑

n,n′=0

|Bn,n′ |2 −B0,0




E[|Wi,`|2] = N0|C`|2 (6.41)

where

Bn,n′ =

∫ +∞

−∞
Sφ(f)

∣∣∣∣∣D
(
fT +

M(n)−M(n′)
NFFT

) ∣∣∣∣∣

2

df

and D(x) is defined in (6.33). In the interference powers of (6.41), the sum-
mation over n and n′ corresponds with the summation over the Nc modulated
carriers. To simplify the expressions (6.41), we extend the summation to all
NFFT available carriers. This yields an upper bound for the interference pow-
ers, i.e.,

PSI,` ≤ |C`|2
1

Nc

(∫ +∞

−∞
Sφ(f)|D(fT )|2df

+
1

Nc

∫ +∞

−∞
Sφ(f)(1− |D(fT )|2)df

)

PMUI,` ≤ |C`|2
1

Nc

Nu∑

`′=1;`′ 6=`

Es,`′

Es,`

∫ +∞

−∞
Sφ(f)(1− |D(fT )|2)df (6.42)

The upper bound is reached for α = 0 and all carriers modulated (i.e., Nc =
NFFT ). From (6.42) and figure 6.12 it follows that the self-interference and the
multiuser interference mainly consist of the low frequency components (|f | <
1/(NFFTT )) and the high frequency components (|f | > 1/(NFFTT )) of the
jitter spectrum Sφ(f), respectively. For the highest load (Nu = Nc) and all
users exhibiting the same energy per symbol Es,` = Es, the sum of the powers
of the self-interference and the multiuser interference (6.42) is independent of
the spectral contents of the jitter, the spreading factor Nc and the number of
carriers NFFT and only depends on the jitter variance σ2

φ, given by

σ2
φ =

∫ +∞

−∞
Sφ(f)df (6.43)

In this case, the lower bound for the SNR (6.17) is equal for all users, is inde-
pendent of the block index i, and yields

SNR ≥ SNR(0)

1 + SNR(0)σ2
φ

(6.44)
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Figure 6.12: The weight functions |D(fT )|2 and 1− |D(fT )|2, Nc = 16

and the upper bound for the degradation (6.24) of the SNR as compared to
SNR(0) (6.23), caused by the carrier phase jitter is given by

Deg ≤ 10 log
(
1 + SNR(0)σ2

φ

)
(6.45)

where SNR(0) = (NFFT /(NFFT + ν))Es/N0. The upper bound in (6.45) is
reached when α = 0 and all carriers are modulated (Nc = NFFT ). This upper
bound (6.45) yields an accurate approximation for the actual degradation when
the rolloff area is small and Nc ≈ NFFT . The degradation (6.45) is independent
of the spreading factor.

When Nu < Nc, the sum of the powers of the self-interference and the
multiuser interference (6.42) does depend on the shape of the jitter spectrum.
Let us consider the following cases.

1. When all jitter power is in the interval |f | < 1/(NFFTT ), the MUI power
is negligibly small as compared to the SI power. The degradation of the
SNR is essentially independent of the number Nu of active users, and equal
to (6.45).

2. Decreasing by some amount the jitter power in the interval |f | <
1/(NFFTT ) and simultaneously increasing by the same amount the jit-
ter power in the interval |f | > 1/(NFFTT ), yields a decrease of the SI
power and an increase of the MUI power. As Nu < Nc, the sum of the
powers of the SI and the MUI is reduced, so that the degradation of the
SNR is smaller that for case (1).

3. The smallest degradation of the SNR is obtained when all jitter power is
in the interval |f | > 1/(NFFTT ), in which case the SI power is essentially
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Figure 6.13: Carrier phase jitter, Nu = Nc

zero. The degradation of the SNR is essentially zero for Nu = 1, and is
given by (6.45) for Nu → Nc.

In uplink MC-CDMA, the contributions of the signals transmitted by the dif-
ferent users exhibit a different carrier phase jitter process. Assuming the phase
jitter is slowly varying and the jitter variance is small, a similar approximation
as for downlink MC-CDMA reduces the quantities Ii,i′,`,`′ (6.29) to

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,n · (6.46)

(
δn,n′ +

1

NFFT

NFFT−1∑

k=0

jφ`′(ti(NFFT+ν)+k)e
−j2π k(M(n)−M(n′))

NFFT

)

A similar analysis can be done as for downlink MC-CDMA. When in uplink MC-
CDMA the different carrier phase jitter processes have the same jitter spectrum
Sφ,`′(f) = Sφ(f) (`′ = 1, . . . , Nu), the results are the same as for downlink
MC-CDMA.

In figure 6.13, the degradation (6.45) is shown for the maximum load (Nu =
Nc) as function of the jitter variance. For small jitter variance, the degradation
is essentially proportional to σ2

φ. The results of figure 6.13 yield an upper bound
when the carriers inside the rolloff area are not modulated. In figure 6.14, the
degradation is shown as function of the load for various values of fLT and fBT ,
assuming σ2

φ = −40 dB rad2 and SNR(0) = 25 dB. The degradations of figures
6.13 and 6.14 are independent of the spreading factor and the number of carriers.
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Figure 6.14: Degradation as function of the load, σ2
φ = −40 dB rad2, SNR(0) =

25 dB

• For fBNFFTT = 0.5, most jitter power is within the interval |f | <
1/(NFFTT ). The degradation is essentially independent of the number of
users and of the bandwidth fL of the phase-locked loop (PLL) (fL < fB).

• For fLNFFTT = 5, most jitter power is within the interval |f | >
1/(NFFTT ). The degradation is independent of the jitter bandwidth fB
(fB > fL), and assumes its minimum value.

• For fLNFFTT = 0 and fBNFFTT ≥ 1, phase jitter is present in both
intervals |f | < 1/(NFFTT ) and |f | > 1/(NFFTT ). When fBNFFTT
increases, the self-interference decreases and the multiuser interference
increases; the net effect is a reduction of the degradation.

We have simulated the MC-CDMA system in the absence of additive noise
(N0 = 0), assuming the data symbols belong to the QPSK constellation. We
consider α = 0, Nc = NFFT = 64, the maximum load (Nu = Nc) and all
users having the same energy per symbol Es,` = Es. The jitter spectrum
for all users is shown in figure 6.15 with σ2

φ = 5.10−3 rad2. Figures 6.16(a)-
(b) and 6.17(a)-(b) show the scatter diagrams for fL = 0, fB = 1/(NcT ) and
fL = 2/(NcT ), fB = 4/(NcT ), respectively. As Nu = Nc, the mean-square de-
viation of the samples at the input of the decision device from the constellation
points is the same for all scatter diagrams and equals σ2

φ. However, the scatter
diagrams of figures 6.16 and 6.17 differ considerably. As we observe, the results
for the Walsh-Hadamard sequences and the overlay sequences are the same.
When fL = 0, fB = 1/(NcT ), the jitter mainly introduces self-interference: the
jitter gives rise to a random fluctuation of the useful component. Hence, the
scatter diagram shows an angular displacement of the samples at the input of the
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Figure 6.15: Jitter spectrum

decision device. When fL = 2/(NcT ), fB = 4/(NcT ), the phase jitter mainly
introduces multiuser interference. The term of the multiuser interference has
uncorrelated real and imaginary parts, each having the same variance, so that
the cloud in the scatter diagram has a circular shape. In table 6.2, the mean
square deviation of the samples at the input device is shown for the simulations
of the scatter diagrams of figures 6.16 and 6.17. As we observe, the simulation
results and the theoretical results agree well.

6.4.2 Timing Errors

In this section, we investigate the sensitivity of downlink and uplink MC-CDMA
to timing errors in the absence of carrier phase errors (φ`(t) = 0). We assume
that the cyclic prefix is sufficiently long, so that in the presence of timing er-
rors the NFFT samples per block processed by the receiver are not affected
by interference from other blocks. As only carriers outside the rolloff area are
modulated, (6.26) yields

Gn,`(ti(NFFT+ν)+k) = e
j2πεi(NFFT+ν)+k,`

mod(M(n);NFFT )

NFFT (6.47)

In the case of downlink MC-CDMA, the signals transmitted to the different
users are aligned at the basestation. Hence, the timing errors are the same
for all contributions. In uplink MC-CDMA, a misalignment between the FFT
frames transmitted by the different users can occur. Hence, the contributions of
the different users exhibit a different timing error. In the following, we separately
consider the case of a constant timing offset, a clock frequency offset and timing
jitter.

Constant Timing Offset

In the case of downlink MC-CDMA where the contributions of the different users
exhibit the same constant timing offset ε`′ = ε` (`′ = 1, . . . , Nu), the quantities
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Figure 6.16: Carrier phase jitter, Nu = Nc, fL = 0, fB = 1/(NcT ), α = 0, Nc =
64, σ2

φ = 5.10−3 rad2 (a) Walsh-Hadamard sequences (b) overlay sequences

Figure 6.17: Carrier phase jitter, Nu = Nc, fL = 2/(NcT ), fB = 4/(NcT ), α =
0, Nc = 64, σ2

φ = 5.10−3 rad2 (a) Walsh-Hadamard sequences (b) overlay se-
quences

Table 6.2: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
fL = 0, Walsh-Hadamard 5E − 3 4.988E − 3

fB = 1/(NcT ) = Rs overlay 5E − 3 5.030E − 3
fL = 2/(NcT ) = 2Rs, Walsh-Hadamard 5E − 3 5.013E − 3
fB = 4/(NcT ) = 4Rs overlay 5E − 3 5.022E − 3
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Ii,i′,`,`′ (6.14) reduce to

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nGn,` (6.48)

As only carriers outside the rolloff area are modulated, the quantity Gn,` yields

Gn,` = e
j2πε`

mod(M(n);NFFT )

NFFT (6.49)

where mod(x;NFFT ) denotes the modulo-NFFT reduction of x, yielding a result
in (−NFFT /2, NFFT /2). Hence, the constant timing offset introduces a pure
phase rotation of the FFT outputs. This carrier dependent phase rotation is
compensated by the one-tap equaliser without enhancing the noise power level
(6.16), thus without performance loss, by rotating the FFT outputs over the
angle −2πε`mod(M(n);NFFT )/NFFT .

In the case of uplink MC-CDMA, where the contributions of the sig-
nals transmitted by the different users exhibit a different timing error ε`′

`′ = 1, . . . , Nu, the quantities Ii,i′,`,`′ (6.14) reduce to

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nGn,`′ (6.50)

where Gn,` is given by (6.49). Let us consider the case of one disturbing user. We
assume that the transmitter and receiver clocks of user ’0’ are perfectly synchro-
nised, i.e., ε0 = 0. Further, the MC-CDMA blocks of the disturbing user ’1’ are
shifted over an interval εT as compared to the MC-CDMA blocks of the consid-
ered user, as shown in figure 6.18, i.e., ε1 = ε. In figure 6.19, the degradation of
the uplink MC-CDMA system is shown as function of the misalignment between
the MC-CDMA blocks of the two users, for both users having the same energy
per symbol, an MMSE equaliser and SNR(0)=20 dB. As we observe in figure
6.19, the performance of the uplink MC-CDMA system is strongly degraded.
This degradation can be explained as follows: the rotation over a carrier depen-
dent angle 2πεmod(M(n);NFFT )/NFFT of the contributions of the disturbing
user at the FFT outputs can be viewed as if the disturbing user makes use of the
spreading sequence c̃iNc+n,1 = ciNc+n,1 exp(j2πεmod(M(n);NFFT )/NFFT ).
The FFT outputs are multiplied with the spreading sequence ci,0 of the con-
sidered user, and the resulting terms are summed. As the sequence c̃i,1 of the
disturbing user is no longer orthogonal with the spreading sequence ci,0 of the
considered user, MUI is introduced. For small timing offsets, the sequence c̃i,1
only slightly differs from the original spreading sequence ci,1 and is nearly or-
thogonal to the spreading sequence ci,0 of the considered user. Hence, only a
small degradation is introduced. For larger misalignments between the blocks
of the different users, the sequence c̃i,1 differs considerably from the original
spreading sequence ci,1. In this case, the sequence c̃i,1 can be viewed as random
with respect to ci,0, which means that a significant degradation is introduced.
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Figure 6.18: Misalignment of the MC-CDMA blocks

Figure 6.19: Influence of a constant timing offset in uplink MC-CDMA, one
disturbing user, MMSE equaliser, Es,` = Es, α = 0, NFFT = Nc, SNR(0) = 20
dB

Because of the large sensitivity of uplink MC-CDMA to timing misalignments
between the signals transmitted by the different users, the transmitters should
be synchronised within a small fraction of the sampling interval T .

Clock Frequency Offset

In the case of a clock frequency offset, the timing error linearly increases with
time εi(NFFT+ν)+k,` = (k + i(NFFT + ν))∆T`/T + ε0,`, where ∆T`/T is the
relative clock frequency offset. This yields an increasing misalignment between
the samples si(NFFT+ν)+k,` at the transmitter and the samples vi(NFFT+ν)+k,`

at the receiver. Similarly as in OFDM(A), the increasing misalignment could be
compensated by using a coarse synchronisation algorithm at the receiver, which
involves duplication or removing samples at regular intervals (see section 5.4.2).



6.4. EFFECT OF SYNCHRONISATION ERRORS 171

In downlink MC-CDMA, the contributions of the different users are aligned
at the basestation. Hence, the contributions of the different users at the re-
ceiver of user ` exhibit the same clock frequency offset ∆T`′/T = ∆T`/T
(`′ = 1, . . . , Nu). The resulting timing error after coarse synchronisation yields
ε̃i(NFFT+ν)+k,` = k∆T`/T + εi,`, where εi,` is constant over a MC-CDMA block
and depends on the block index i. In uplink MC-CDMA, the contributions of the
different users exhibit a different clock frequency offset ∆T`/T (` = 1, . . . , Nu).
The resulting timing errors after coarse synchronisation at the transmitters yield
ε̃i(NFFT+ν)+k,` = k∆T`/T + εi,` (` = 1, . . . , Nu), where εi,` is constant over a
MC-CDMA block and depends on the block index i and the user index `.

In the case of downlink MC-CDMA, the contributions of the different users
are affected by the same timing error ε̃i(NFFT+ν)+k,` = k∆T`/T + εi,`. As only
carriers outside the rolloff area are modulated, the quantities (6.14) yield

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,ne

j2πεi,`
mod(M(n′);NFFT )

NFFT Bn,n′,`

(6.51)
where

Bn,n′,` = D

(
M(n)−M(n′)

NFFT
+

mod(M(n′);NFFT )

NFFT

∆T`
T

)

and D(x) is defined in (6.33). As we observe from (6.51), the contribution Ii,i,`,`′
is nonzero for `′ 6= `. Furthermore, the useful contribution Ii,i,`,` is attenuated
as compared to the case of a zero clock frequency offset, and exhibits a random
fluctuation when the overlay spreading sequences are used. Hence, a clock
frequency offset introduces a reduction of the useful component, self-interference
and multiuser interference. The MMSE equaliser has equaliser coefficients

(gMMSE)`i,n = C∆T`,ne
−j2πεi,` mod(M(n);NFFT )

NFFT D∗
(

mod(M(n);NFFT )

NFFT

∆T`
T

)

(6.52)
where C∆T`,n is a real-valued positive factor that depends on the clock frequency
offset ∆T`, the user index ` and the carrier index n. With these equaliser
coefficients, we observe in (6.51) that the equaliser is not able to eliminate the
MUI (Ii,i′,`,`′ 6= 0 for `′ 6= l). Hence, the MC-CDMA system is degraded as
compared to the case of a zero clock frequency offset.

In uplink MC-CDMA, the contributions of the different users exhibit a dif-
ferent timing error ε̃i(NFFT+ν)+k,` = k∆T`/T + εi,` (` = 1, . . . , Nu). As only
carriers outside the rolloff area are modulated, the quantities Ii,i′,`,`′ (6.14)
yield

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,ne

j2πεi,`′
mod(M(n′);NFFT )

NFFT Bn,n′,`′

(6.53)
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Figure 6.20: Clock frequency offset, α = 0, NFFT = Nc, Nu = Nc, downlink

A similar analysis as for downlink MC-CDMA shows us that a clock frequency
offset introduces self-interference and multiuser interference and degrades the
uplink MC-CDMA system. Because of the timing misalignment between the
blocks from different users, the degradation is much worse than in downlink
MC-CDMA (see also section on constant timing offset).

In figure 6.20, the degradation of the downlink MC-CDMA system is shown,
for all users having the same energy per symbol Es,` = Es. We assume α =
0, NFFT = Nc and the maximum load Nu = Nc. The degradation is a function
of the product NFFT∆T/T . As we observe in figure 6.20, the MC-CDMA
system is very sensitive to a clock frequency offset. As expected, in order to
obtain a small degradation, the clock frequency offset must be limited, i.e.,
∆T/T � 1/NFFT . In this case, the degradation is essentially proportional to
(NFFT∆T/T )2. The degradation of figure 6.20 yields an upper bound for the
degradation when the carriers in the rolloff are not modulated.

We have simulated the downlink MC-CDMA system in the absence of ad-
ditive noise (N0 = 0), assuming the data symbol belongs to the QPSK con-
stellation. We consider α = 0, NFFT = Nc = 64,∆T/T = 10−2 and all users
have the same energy per symbol Es,` = Es. In figures 6.21 (a)-(b), the scatter
diagram is shown for the maximum load, for both Walsh-Hadamard sequences
and overlay sequences. It is assumed that the equaliser minimises the MSE.
We observe that the scatter diagrams for the Walsh-Hadamard sequences and
the overlay sequences are the same. The circular cloud in the scatter diagram
is introduced by the dominating MUI contribution: this term has uncorrelated
real and imaginary parts, each having the same variance. In table 6.3, the mean
square deviation of the samples at the input device is shown for the simulations
of the scatter diagrams of figure 6.21. As we observe, the simulation results and
the theoretical results agree well.
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Figure 6.21: Clock frequency offset, Nu = Nc, MMSE equaliser, α = 0, NFFT =
Nc = 64,∆T/T = 10−2 (a) Walsh-Hadamard sequences (b) overlay sequences

Table 6.3: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
Walsh-Hadamard 1.036E − 1 1.075E − 1

overlay 1.036E − 1 0.992E − 1

When the degradation caused by clock frequency offset can not be tolerated,
timing correction should be applied at the transmitter (uplink) or in front of
the FFT at the receiver (downlink).

Timing Jitter

When a clock synchronisation mechanism is used to extract the timing instants,
we get rid of a constant timing offset and a clock frequency offset. The residual
timing error can be modelled as a zero-mean stationary random process with
jitter power spectral density Sε,`(exp(j2πfT )) and jitter variance σ2

ε,`.

In downlink MC-CDMA, the timing jitter εi(NFFT+ν)+k,` is the same for the
contributions of all users, as the MC-CDMA blocks are aligned at the basesta-
tion. Assuming the timing error is slowly varying as compared to T and the
jitter variances are small, i.e., σ2

ε,` � 1, the quantities Ii,i′,`,`′ (6.14) can be
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approximated by

Ii,i′,`,`′ ≈ δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,n · (6.54)

(
δn,n′ + j2πSn′

1

NFFT

NFFT−1∑

k=0

e
−j2π k(M(n)−M(n′))

NFFT εi(NFFT+ν)+k,`

)

As only carriers outside the rolloff area are modulated, the quantity Sn in (6.54)
yields

Sn =
mod(M(n);NFFT )

NFFT
(6.55)

When the timing jitter rapidly varies as compared to the averaging time of
the MMSE equaliser, the equaliser is not able to track the timing jitter. The
equaliser averages the variations caused by the timing jitter. For small jitter
variances, the time average of exp(j2πεi(NFFT+ν)+kmod(M(n);NFFT )/NFFT )
can be approximated by E[exp(j2πεi(NFFT+ν)+kmod(M(n);NFFT )/NFFT )] ≈
E[1 + j2πεi(NFFT+ν)+kmod(M(n);NFFT )/NFFT ] = 1. Hence, the equaliser

is essentially the same as in the absence of timing errors, i.e., (gMMSE)`i,n ≈
C` where C` is defined in (6.31). The resulting powers of the average useful
component, the self-interference, the multiuser interference (6.18) and the noise
(6.17) are independent of the block index i and yield

PU,` = |C`|2

PSI,` = |C`|2
(2π)2

N2
c

(
Nc−1∑

n,n′=0;n′ 6=n
|Sn′ |2Bn,n′,`

+

(∣∣∣∣
Nc−1∑

n=0

Sn

∣∣∣∣
2

−
Nc−1∑

n=0

|Sn|2
)
B0,0,`

)

PMUI,` = |C`|2
(2π)2

N2
c

Nu∑

`′=1;`′ 6=`

Es,`′

Es,`

(
Nc−1∑

n,n′=0;n′ 6=n
|Sn′ |2Bn,n′,`

− 1

Nc − 1

(∣∣∣∣
Nc−1∑

n=0

Sn

∣∣∣∣
2

−
Nc−1∑

n=0

|Sn|2
)
B0,0,`

)

E[|Wi,`|2] = N0|C`|2 (6.56)

where

Bn,n′,` =

∫ +1/2T

−1/2T

Sε,`(e
j2πfT )

∣∣∣∣D
(
fT − M(n′)−M(n)

NFFT

) ∣∣∣∣
2

df

and D(x) is defined in (6.33). In the interference powers in (6.56), the sum-
mations over n (and n′) corresponds to the summation over the Nc modulated
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carriers. By extending the summation to all NFFT available carriers, an upper
bound for the interference powers can be found. This yields

PSI,` ≤ |C`|2SNFFT
1

Nc

∫ +1/2T

−1/2T

Sε,`(e
j2πfT )(1− |D(fT )|2)df

PICI,` ≤ |C`|2SNFFT
1

Nc − 1

Nu∑

`′=1;`′ 6=`

Es,`′

Es,`
· (6.57)

(∫ +1/2T

−1/2T

Sε(e
j2πfT )− 1

Nc

∫ +1/2T

−1/2T

Sε,`(e
j2πfT )(1− |D(fT )|2)df

)

where

SNFFT =
(2π)2

Nc

NFFT−1∑

n=0

(
mod(n;NFFT )

NFFT

)2

(6.58)

The upper bound in (6.57) is reached for α = 0 and all carriers modulated, i.e.,
Nc = NFFT . As we observe from (6.57) and figure 6.12, the upper bound for
the SI power depends on the high frequency components (|f | > 1/(NFFTT ))
of the jitter. Furthermore, for large Nc, the upper bound for the multiuser
interference power is essentially independent of the spectral contents of the
jitter. From (6.57) it also follows that the sum of the SI power and the MUI
power increases with the number of active users Nu. For large Nu, the SI power
is negligible as compared to the MUI power. For the maximum load Nu = Nc
and when all users exhibit the same energy per symbol, this sum is independent
of the spectral contents of the jitter and only depends on the jitter variance σ2

ε,`,
given by

σ2
ε,` =

∫ +1/2T

−1/2T

Sε,`(e
j2πfT )df (6.59)

For the maximum load, the interference is dominated by the MUI. For a large
number of carriers (NFFT → ∞), the sum SNFFT (6.58) equals SNFFT =
(NFFT /Nc)π

2/3. Hence, when the number of unmodulated carriers is small,
i.e., Nc ≈ NFFT , the quantity SNFFT (6.58) is essentially independent of the
number of carriers and of the spreading factor. In this case, the upper bound
for the degradation (6.24) of the SNR depends only on the jitter variance, i.e.,

Deg` ≤ 10 log

(
1 + SNR(0)

π2

3
σ2
ε,`

)
(6.60)

where SNR(0) = (NFFT /(NFFT + ν))Es/N0. The upper bound for the degra-
dation (6.60) yields an accurate approximation of the actual degradation when
the rolloff area is small and the spreading factor is almost equal to the number
of carriers, i.e., Nc ≈ NFFT .

In uplink MC-CDMA, the contributions of the signals transmitted by the
different users exhibit a different timing jitter process. In this case, assuming
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Figure 6.22: Timing jitter, Es,` = Es, Nu = Nc, NFFT→∞,Nc≈NFFT

slowly varying timing jitter and small jitter variances, the quantities Ii,i′,`,`′
(6.14) can be approximated by

Ii,i′,`,`′ ≈ δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,n · (6.61)

(
δn,n′ + j2πSn′

1

NFFT

NFFT−1∑

k=0

e
−j2π k(M(n)−M(n′))

NFFT εi(NFFT+ν)+k,`′

)

Following a similar analysis as for downlink MC-CDMA, the power of the MUI
yields

PMUI,` = |C`|2
(2π)2

N2
c

Nu∑

`′=1;`′ 6=`

Es,`′

Es,`

(
Nc−1∑

n,n′=0;n′ 6=n
|Sn′ |2Bn,n′,`′ (6.62)

− 1

Nc − 1

(∣∣∣∣
Nc−1∑

n=0

Sn

∣∣∣∣
2

−
Nc−1∑

n=0

|Sn|2
)
B0,0,`′

)

The powers of the average useful component, the self-interference and the noise
are the same as for downlink MC-CDMA and are given by (6.56). It is clear that
when the timing jitter processes have the same jitter spectrum Sε(exp(j2πfT )),
the results are the same as for downlink MC-CDMA.

In figure 6.22, the degradation (6.60) is shown as function of the jitter vari-
ance. This degradation is independent of the number of carriers and the spread-
ing factor. For small jitter variance, the degradation is essentially proportional
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to σ2
ε . The degradation of figure 6.22 yields an upper bound for the degradation

in the case where the carriers in the rolloff area are not modulated.

We have simulated the MC-CDMA system in the absence of additive noise
(N0 = 0), assuming the data symbols belong to the QPSK constellation. We
consider α = 0, NFFT = Nc = 64; all users have the same energy per symbol
Es,` = Es, and the same jitter spectrum Sε(exp(j2πfT )) of figure 6.15 with
jitter variance σ2

ε = 10−3 rad2. In figures 6.23 (a)-(b) and 6.24 (a)-(b), the
scatter diagrams are shown for fL = 0, fB = 1/(NcT ) and fL = 1/(NcT ), fB =
2/(NcT ), respectively. We observe that the results for the Walsh-Hadamard
sequences are the same as for the overlay sequences. As expected, the scatter
diagrams do not depend on the spectral contents of the timing jitter. All scatter
diagrams show a circular cloud, as the dominating MUI term has uncorrelated
real and imaginary parts, each having the same variance. In table 6.4, the mean
square deviation of the samples at the input device is shown for the simulations
of the scatter diagrams of figures 6.23 and 6.24. As we observe, the simulation
results and the theoretical results agree well.

6.5 Dispersive Channel

In the previous section, the sensitivity of the MC-CDMA system to synchro-
nisation errors has been investigated in the case of an ideal channel. In this
section, we will consider the case of a dispersive channel. In our analysis, we
consider the case of synchronous transmission, i.e., all users exhibit the same
carrier phase errors and timing errors. The channel transfer function is assumed
to be the same for all users. This situation is typical for downlink MC-CDMA.
The cyclic prefix is able to counteract the effects of the dispersive channel, i.e.,
neither intersymbol interference nor interference between the different carriers
is introduced. We assume the maximum load (Nu = Nc) and all users exhibit
the same energy per symbol Es,` = Es. Maximum load corresponds to the
worst case, as the multiuser interference power is the largest. Furthermore, we
consider both Walsh-Hadamard sequences and overlay sequences.

6.5.1 No Synchronisation Errors

Similarly as for the OFDM(A) system, the quantities (6.25) reduce for a fixed
channel Hch(f ; τ) = Hch(f) and in the absence of synchronisation errors to

Ai,i′,n,n′ = δi,i′δn,n′Gn (6.63)

As only the carriers outside the rolloff area are modulated, the quantity Gn in
(6.63) yields

Gn = Hch

(
mod(M(n);NFFT )

NFFTT

)
(6.64)
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Figure 6.23: Timing jitter, Nu = Nc, fL = 0, fB = 1/(NcT ), α = 0, NFFT =
Nc = 64, σ2

ε = 10−3 rad2 (a) Walsh-Hadamard sequences (b) overlay sequences

Figure 6.24: Timing jitter, Nu = Nc, fL = 1/(NcT ), fB = 2/(NcT ), α =
0, NFFT = Nc = 64, σ2

ε = 10−3 rad2 (a) Walsh-Hadamard sequences (b) overlay
sequences

Table 6.4: Mean square deviation of the samples at the input of the decision
device

Theoretical Simulations
fL = 0, Walsh-Hadamard 3.290E − 3 3.299E − 3

fB = 1/(NcT ) = Rs overlay 3.290E − 3 3.266E − 3
fL = 1/(NcT ) = Rs, Walsh-Hadamard 3.290E − 3 3.275E − 3
fB = 2/(NcT ) = 2Rs overlay 3.290E − 3 3.278E − 3
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Hence, in the presence of a sufficient cyclic prefix length, the dispersive channel
introduces a scaling and rotation of the FFT outputs, that is related to the
channel characteristics. The MMSE equaliser has equaliser coefficients

(gMMSE)`i,n = Cch,nG
∗
n (6.65)

where Cch,n is a real-valued positive factor that depends on the carrier index and
the channel characteristics, but is independent of the user index ` and the block
index i. The MMSE equaliser compensates for the phase rotation of the FFT
outputs and applies a carrier dependent scaling of the FFT outputs. However, as
the resulting scaled FFT output has an amplitude that in generally depends on
the carrier index, multiuser interference is introduced after correlation with the
spreading sequences. The resulting signal-to-noise ratio (6.17) is independent
of the user index ` and the block index i and yields

SNR =
SNR(0)

∑Nc−1
n=0 Xn|Gn|2∑Nc−1

n=0 Xn

(6.66)

where SNR(0) = NFFT
NFFT+ν

Es
N0

and

X−1
n = 1 + SNR(0)|Gn|2 (6.67)

The degradation (6.24) of the SNR as compared to SNR(0) (6.23), caused by
the dispersive channel is given by

Deg = −10 log

Nc−1∑

n=0

Xn|Gn|2 + 10 log

Nc−1∑

n=0

Xn (6.68)

Hence, the performance of the MC-CDMA system is independent of the user
index ` and the block index i. When the rolloff area is small and the spreading
factor is almost equal to the number of carriers, i.e., Nc ≈ NFFT , the degra-
dation (6.68) is essentially independent of the number of carriers and of the
spreading factor.

For large Es/N0, the equaliser coefficients (6.65) can be shown to converge
to the zero-forcing equaliser coefficients (gzero)

`
i,n that eliminate the MUI. The

zero-forcing equaliser coefficients are given by

(gzero)
`
i,n =

1

Gn
(6.69)

This indicates that for large Es/N0 the MMSE equaliser essentially eliminates
the MUI. The residual MUI at the input of the decision device can be neglected
as compared to the noise.

In the case of a fading channel with transfer function Hch(f ; τ) that slowly
varies as compared to the MC-CDMA block length, the channel can be viewed
during an MC-CDMA block as a fixed channel. Similarly as for the OFDM(A)
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system, the expressions for a fixed channel can be used where the quantity (6.64)
is replaced by

Gn,i = Hch

(
mod(M(n);NFFT )

NFFTT
; ti(NFFT+ν)

)
(6.70)

Taking into account the stationary nature of the fading channel, the quantity
(6.70) is stationary with respect to the block index i. The resulting SNR (6.66)
depends on the block index i and can be viewed as a instantaneous SNR during
the considered MC-CDMA block.

Let us briefly consider uplink MC-CDMA in the absence of synchronisation
errors. The main difference with downlink communication is that the Nu user
signals reach the base station over different channels. Assuming a sufficiently
long guard interval to cope with channel dispersion, the M(n)th FFT output at
the base station receiver during the ith MC-CDMA block can be represented as

yi,M(n) =
1√
Nc

Nu∑

`=1

ai,`′ciNc+n,`′G
`′
n,i (6.71)

where G`
′
n,i is given by an expression similar to (6.70). In (6.71) we have ne-

glected the noise contribution. The detection of the symbol ai,` is based upon
the quantity zi,`, given by

zi,` =
1√
Nc

Nc−1∑

n=0

c∗iNc+n,`g
`
n,iyi,M(n)

∆
=

Nu∑

`=1

ai,`′Ii,i,`,`′ (6.72)

where

Ii,i,`,`′ =
1

Nc

Nc−1∑

n=0

c∗iNc+n,`ciNc+n,`′g
`
n,iG

`′
n,i (6.73)

can be interpreted as the correlation of the sequences {ciNc+n,`(g`i,n)∗} and

{ciNc+n,`′(G`
′
i,n)∗}. For arbitrary G`

′
i,n, the equaliser coefficients {g`i,n|n =

0, . . . , Nc − 1} do not provide sufficient degrees of freedom to yield Ii,i,`,`′ = 0
for all Nu−1 values of `′ that differ from `. Note that for downlink MC-CDMA,
(6.71) and (6.72) are still valid, but with G`

′
i,n = G`i,n; in this case g`i,n = 1/G`i,n

yields Ii,i,`,`′ = 0 for `′ 6= `. Hence, the fact that the user signals are sent
over different dispersive channels in uplink MC-CDMA gives rise to inevitable
MUI; in fact, the same situation occurs on ideal channels when the transmitted
user signals are not aligned in time (see section 6.4.2). To counteract the MUI
in uplink MC-CDMA, a much more sophisticated receiver structure is needed
[Ver98]. However, as this type of receivers is beyond the scope of the present
work, we restrict our attention to downlink MC-CDMA.

In the following sections, we will investigate the effect of the synchronisa-
tion errors on the downlink MC-CDMA system in the presence of a dispersive
channel. As the synchronisation errors in general cause interference between
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the different carriers, it can be expected that in the presence of synchronisa-
tion errors, the MC-CDMA system is subjected to an additional degradation
as compared to the absence of synchronisation errors. In our computations, we
make use of the fixed dispersive channel with transfer function defined in (5.87).

6.5.2 Carrier Phase Errors

In this section, we study the influence of the carrier phase errors on the MC-
CDMA system in the presence of a dispersive channel, but in the absence of
timing errors. In this case, the quantities (6.26) are given by

Gn(ti(NFFT+ν)+k) = Gne
jφ(ti(NFFT+ν)+k) (6.74)

where Gn is defined in (6.64). In the following sections, we separately consider
a constant phase offset, a carrier frequency offset and carrier phase jitter.

Constant Phase Offset

In the presence of a dispersive channel and a constant phase offset, the quantities
(6.25) yield

Ai,i′,n,n′ = δi,i′δn,n′Gne
jφ (6.75)

A constant phase offset introduces a phase rotation of the FFT outputs over
a carrier independent angle φ as compared to the case of a zero phase offset.
As is observed in (6.75), a constant phase offset causes no interference between
the different carriers. Hence, a constant phase offset yields a rotation of the
samples at the input of the decision device as compared to the case of a zero
phase offset when no correction is applied (g`i,n = 1). This results in a reduction
of the noise margins, as depicted in figure 6.8. The MMSE equaliser compen-
sates for the phase rotation: (gMMSE)`i,n = Cch,n exp(−jφ), where Cch,n are the
MMSE equaliser coefficients in the absence of synchronisation errors, defined in
(6.65). As a phase rotation over an angle −φ of the FFT outputs introduces no
enhancement of the noise power level as compared to a zero phase offset, a con-
stant phase offset causes no performance degradation. These results correspond
with the results found in the case of an ideal channel (section 6.4.1).

Carrier Frequency Offset

In the case of a dispersive channel, the quantities (6.14) in the presence of a
carrier frequency offset ∆F can be written as

Ii,i′,`,`′ = δi,i′e
j2π∆F`i(NFFT+ν) 1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nGn′ ·

D

(
M(n)−M(n′)

NFFT
+ ∆FT

)
(6.76)
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where D(x) is defined in (6.33). In (6.76) it is observed that a carrier frequency
offset introduces a phase rotation of the FFT outputs at a constant speed of
2π∆FT (NFFT + ν) rad/symbol. Furthermore, a carrier frequency offset causes
a reduction of the amplitude of the useful component and introduces interference
between the different carriers, which results in additional multiuser interference,
as compared to the case of a zero carrier frequency offset. For the maximum
load, the MMSE equaliser yields

(gMMSE)`i,n = CX∆F,ne
−j2π∆FTi(NFFT+ν)G∗nD

∗(∆FT ) (6.77)

where C is a real-valued positive factor that is independent of the carrier index
n, the user index ` , the block index i and the carrier frequency offset ∆F , and

X−1
∆F,n = 1 + SNR(0)

Nc−1∑

n′=0

|Gn′ |2
∣∣∣∣∣D
(
M(n′)−M(n)

NFFT
+ ∆FT

) ∣∣∣∣∣

2

(6.78)

Hence, the equaliser compensates for the systematic phase rotation of the FFT
outputs. However, the equaliser is not able to eliminate the interference between
the carriers, such that additional MUI is introduced as compared to the case of
a zero carrier frequency offset. The resulting SNR (6.17) is independent of the
block index i and the user index `, and is given by

SNR =
SNR(0)|D(∆FT )|2 1

Nc

∑Nc−1
n=0 |Gn|2X∆F,n

1 + SNR(0)|D(∆FT )|2 1
Nc

∑Nc−1
n=0 |Gn|2X∆F,n

(6.79)

From (6.79) and (6.66) it follows that a carrier frequency offset introduces an
additional degradation as compared to the SNR (6.66) in the absence of syn-
chronisation errors. When the rolloff area is small and the spreading factor
is almost equal to the number of carriers, i.e., Nc ≈ NFFT , the SNR (6.79)
is a function of the product NFFT∆FT , and is essentially independent of the
spreading factor.

Figure 6.25 shows the additional degradation caused by the carrier frequency
offset as function of the product NFFT∆FT for α = 0, Nc = NFFT , the fixed
channel with transfer function (5.87) and SNR(0) = 20 dB. As we observe, the
additional degradation caused by the carrier frequency offset in the presence
of a dispersive channel is essentially the same as the degradation caused by
the carrier frequency offset in the case of the ideal channel. In figure 6.26, the
total degradation (i.e., the degradation as compared to SNR(0) (6.23), caused
by the carrier frequency offset and the dispersive channel) is shown under the
same conditions as in figure 6.25. For small carrier frequency offsets, the total
degradation is essentially independent of the carrier frequency offset: the total
degradation is mainly caused by the dispersive channel. For increasing carrier
frequency offsets, the curves corresponding to the dispersive channel and the
ideal channel coincide. In this case, the carrier frequency offset has become the
main cause of degradation. Hence, the influence of a carrier frequency offset in
the case of a dispersive channel is essentially the same as in the case of an ideal
channel (section 6.4.1).
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Figure 6.25: Additional degradation caused by carrier frequency offset, α =
0, Nc = NFFT , SNR(0) = 20 dB

Figure 6.26: Maximum total degradation caused by dispersive channel and car-
rier frequency offset, α = 0, Nc = NFFT , SNR(0) = 20 dB
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Carrier Phase Jitter

In the case of a dispersive channel, the quantities (6.14) can be approximated
for small jitter variances by

Ii,i′,`,`′ = δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nGn′ · (6.80)

(
δn,n′ +

1

NFFT

NFFT−1∑

k=0

jφ(ti(NFFT+ν)+k)e
−j2π k(M(n)−M(n′))

NFFT

)

When the carrier phase jitter rapidly varies as compared to the averaging time
of the MMSE equaliser, the equaliser is not able to track the carrier phase jitter.
The equaliser averages the variations caused by the carrier phase jitter. As for
small jitter variances, the time average of exp(jφ(t)) can be approximated by
E[exp(jφ(t))] ≈ E[1 + jφ(t)] = 1, the MMSE equaliser is essentially the same
as in the absence of synchronisation errors and is given by (6.65). In this case,
the SNR (6.17) is independent of the block index i and the user index ` and can
be written as

SNR =
SNR(0) 1

Nc

∑Nc−1
n=0 |Gn|2Xn(

1
Nc

∑Nc−1
n=0 Xn

)(
1
Nc

∑Nc−1
n=0 |Gn|2Xn

)
+ Y

(6.81)

where Xn is given by (6.67),

Y = SNR(0)
1

Nc

Nc−1∑

n,n′=0

X2
n|Gn|2|Gn′ |2 ·

∫ +∞

−∞
Sφ(f)

∣∣∣∣∣D
(
fT +

M(n)−M(n′)
NFFT

) ∣∣∣∣∣

2

df (6.82)

and D(x) is defined in (6.33). Considering (6.66) and (6.81), it is clear that the
carrier phase jitter introduces an additional degradation ∆Deg as compared to
the SNR (6.66) in the absence of synchronisation errors

∆Deg = 10 log


1 +

Y(
1
Nc

∑Nc−1
n=0 Xn

)(
1
Nc

∑Nc−1
n=0 |Gn|2Xn

)


 (6.83)

As is observed from (6.83), the performance of the MC-CDMA system is in-
dependent of the user index ` and the block index i. When the rolloff area is
small and the spreading factor is nearly equal to the number of carriers, i.e.,
Nc ≈ NFFT , the SNR (6.81) and the degradation (6.83) are essentially inde-
pendent of the number of carriers and the spreading factor, but only depend on
the jitter variance σ2

φ (6.43). In figure 6.27, the additional degradation (6.83) is
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shown as function of the jitter variance, for α = 0, Nc = NFFT , the dispersive
channel (5.87), assuming a jitter power spectral density as shown in figure 6.15
with fL = 0, fB = 2/(NcT ) and SNR(0) = 20 dB. It can be observed that the
additional degradation caused by the carrier phase jitter in the presence of the
dispersive channel is essentially the same as the degradation caused by the car-
rier phase jitter in the case of the ideal channel. The total degradation (i.e., the
degradation as compared to SNR(0) (6.23), caused by the carrier phase jitter
and the dispersive channel) is shown in figure 6.28, under the same conditions
as is figure 6.27. For small jitter variances, the total degradation is essentially
independent of the jitter variance. Hence, the degradation is mainly caused by
the dispersive channel. For increasing jitter variances, the curves of the dis-
persive channel and the ideal channel coincide: the total degradation is mainly
caused by the carrier phase jitter. The degradation of figures 6.27 and 6.28 is
essentially independent of the number of carriers and the spreading factor, but
only depends on the jitter variance σ2

φ (6.43). Hence, the influence of carrier
phase jitter in the case of a dispersive channel is essentially the same as in the
case of an ideal channel (section 6.4.1).

6.5.3 Timing Errors

In this section, the sensitivity of the MC-CDMA system to timing errors is
investigated in the presence of a dispersive channel, but in the absence of car-
rier phase errors. As only carriers outside the rolloff area are modulated, the
quantities (6.26) yield

Gn(ti(NFFT+ν)+k) = Gne
j2πεi(NFFT+ν)+k

mod(M(n);NFFT )

NFFT (6.84)

where Gn is defined by (6.64). In the following sections, we separately consider
the cases of a constant timing offset, a clock frequency offset and timing jitter.

Constant Timing Offset

We assume that the cyclic prefix is extended, similarly as for the OFDM(A)
system (see figure 5.33), such that the cyclic prefix not only counteracts the
effects of the dispersive channel, but also is able to cope with small timing
offsets. As only carriers outside the rolloff area are modulated, the quantities
(6.25) in the presence of a dispersive channel are given by

Ai,i′,n,n′ = δi,i′δn,n′Gne
j2πε

mod(M(n);NFFT )

NFFT (6.85)

It is observed in (6.85) that a constant timing offset introduces a carrier de-
pendent phase rotation of the FFT outputs as compared to the case of a zero
timing offset. Furthermore, the constant timing offset causes no interference
between the different carriers. The MMSE equaliser has equaliser coefficients
(gMMSE)`i,n = Cch,n exp(−j2πεmod(M(n);NFFT )/NFFT ), where Cch,n are the
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Figure 6.27: Additional degradation caused by carrier phase jitter, α = 0, Nc =
NFFT = 64, SNR(0) = 20 dB

Figure 6.28: Maximum total degradation caused by dispersive channel and car-
rier phase jitter, α = 0, Nc = NFFT = 64, SNR(0) = 20 dB
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MMSE equaliser coefficients in the absence of synchronisation errors, as defined
in (6.65). As a phase rotation of the FFT outputs introduces no enhancement
of the noise power level as compared to the case of a zero timing offset, the
MC-CDMA system is not degraded by a constant timing offset. These results
are very similar as the results found for the case of the ideal channel (section
6.4.2).

Clock Frequency Offset

When the increasing misalignment of the transmitted and received MC-CDMA
blocks is compensated by means of the coarse synchronisation algorithm and the
resulting timing error is, similarly as in section 6.4.2, given by ε̃i(NFFT+ν)+k =
k∆T/T + εi, the quantities (6.25) in the case of a dispersive channel are given
by

Ai,i′,n,n′ = δi,i′Gn′e
j2πεi

mod(M(n′);NFFT )

NFFT Bn,n′ (6.86)

where

Bn,n′ = D

(
M(n)−M(n′)

NFFT
+

mod(M(n′);NFFT )

NFFT

∆T

T

)

and D(x) is defined in (6.33). Hence, a clock frequency offset introduces in-
terference between the different carriers. Furthermore, the useful component is
subjected to a phase rotation and amplitude reduction as compared to the case
of a zero clock frequency offset. In the case of the maximum load (Nu = Nc),
the MMSE equaliser has equaliser coefficients

(gMMSE)`i,n = CX∆T,nG
∗
nB
∗
n,ne

−j2πεi mod(M(n);NFFT )

NFFT (6.87)

where C is a real-valued positive factor that is independent of the block index
i, the carrier index n, the user index ` and the clock frequency offset ∆T , and

X−1
∆T,n = 1 + SNR(0)

Nc−1∑

n′=0

|Gn′ |2|Bn,n′ |2 (6.88)

The equaliser compensates for the phase rotation of the useful component but is
not able to eliminate the interference. The resulting SNR (6.17) is independent
of the block index i and the user index ` and equals

SNR =
SNR(0) 1

Nc

∑Nc−1
n=0 X∆T,n|Gn|2|Bn,n|2

1 + SNR(0) 1
Nc

∑Nc−1
n=0 X∆T,n|Gn|2|Bn,n|2

(6.89)

From (6.66) and (6.89) it follows that the SNR (6.86) in the presence of a clock
frequency offset is reduced as compared to the SNR (6.66) without synchronisa-
tion errors. Hence, a clock frequency offset introduces an additional degradation
as compared to (6.66). When the rolloff area is small and the spreading factor
is nearly equal to the number of carriers, i.e., Nc ≈ NFFT , the SNR (6.89) is
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a function of the product NFFT∆T/T , and is essentially independent of the
spreading factor.

The additional degradation is shown in figure 6.29 as function of the prod-
uct NFFT∆T/T , for α = 0, Nc = NFFT , the dispersive channel (5.87) and
SNR(0) = 20 dB. As is observed, the additional degradation caused by the
clock frequency offset in the presence of the dispersive channel is essentially
the same as the degradation caused by the clock frequency offset in the case
of the ideal channel. The total degradation (i.e., the degradation as compared
to SNR(0) (6.23) caused by the clock frequency offset and the dispersive chan-
nel) is shown in figure 6.30, under the same conditions as in figure 6.29. For
small clock frequency offsets, the total degradation is essentially independent of
the clock frequency offset. The total degradation in this case is mainly caused
by the dispersive channel. For increasing clock frequency offset, the curves of
the dispersive channel and the ideal channel coincide: the total degradation is
mainly caused by the clock frequency offset. Hence, the influence of a clock
frequency offset in the case of a dispersive channel is essentially the same as in
the case of an ideal channel (section 6.4.2).

Timing Jitter

For a dispersive channel, the quantities (6.14) can be approximated for small
jitter variances and slowly varying jitter by

Ii,i′,`,`′ ≈ δi,i′
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ciNc+n′,`′g
`
i,nGn′ · (6.90)

(
δn,n′ + j2πSn′

1

NFFT

NFFT−1∑

k=0

e
−j2π k(M(n)−M(n′))

NFFT εi(NFFT+ν)+k

)

where Sn is given by (6.55). Hence, the timing jitter will introduce
self-interference and interference between the different carriers, similarly
as for the case of the ideal channel. When the timing jitter rapidly
varies as compared to the averaging time of the MMSE equaliser, the
equaliser is not able to track the timing jitter. The equaliser averages
the variations caused by the timing jitter. For small jitter variances, the
time average of exp(j2πεi(NFFT+ν)+kmod(M(n);NFFT )/NFFT ) can be ap-
proximated by E[exp(j2πεi(NFFT+ν)+kmod(M(n);NFFT )/NFFT )] ≈ E[1 +
j2πεi(NFFT+ν)+kmod(M(n);NFFT )/NFFT ] = 1. Hence, the MMSE equaliser
is essentially the same as in the absence of timing errors and is given by (6.65).
The resulting SNR (6.17) is independent of the block index i and the user index
` and yields

SNR =
SNR(0) 1

Nc

∑Nc−1
n=0 |Gn|2Xn(

1
Nc

∑Nc−1
n=0 Xn

)(
1
Nc

∑Nc−1
n=0 |Gn|2Xn

)
+ Y

(6.91)
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Figure 6.29: Additional degradation caused by clock frequency offset, α =
0, Nc = NFFT , SNR(0) = 20 dB

Figure 6.30: Maximum total degradation caused by dispersive channel and clock
frequency offset, α = 0, Nc = NFFT , SNR(0) = 20 dB
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where Xn is given by (6.67),

Y = SNR(0)
1

Nc

Nc−1∑

n,n′=0

X2
n|Gn|2|Gn′ |2S2

n′ ·

∫ +1/2T

−1/2T

Sε(e
j2πfT )

∣∣∣∣∣D
(
fT +

M(n)−M(n′)
NFFT

) ∣∣∣∣∣

2

df (6.92)

and D(x) is defined in (6.33). Considering (6.66) and (6.92), the SNR in the
absence and in the presence of timing jitter, respectively, it is clear that the
timing jitter introduces an additional degradation ∆Deg as compared to SNR
(6.66) in the absence of synchronisation errors

∆Deg = 10 log


1 +

Y(
1
Nc

∑Nc−1
n=0 Xn

)(
1
Nc

∑Nc−1
n=0 |Gn|2Xn

)


 (6.93)

As is observed from (6.93), the performance of the MC-CDMA system is in-
dependent of the user index ` and the block index i. When the rolloff area is
small and the spreading factor is nearly equal to the number of carriers, i.e.,
Nc ≈ NFFT , the SNR (6.91) and the degradation (6.93) are essentially inde-
pendent of the number of carriers and the spreading factor, but only depend on
the jitter variance σ2

ε (6.59).

Figure 6.31 shows the additional degradation (6.90) as function of the jit-
ter variance, for α = 0, Nc = NFFT , the dispersive channel (5.87), a jitter
power spectral density as shown in figure (6.37 with fL = 0, fB = 2/(NcT )
and SNR(0) = 20 dB. It follows from figure 6.31 that the additional degra-
dation caused by the timing jitter in the presence of the dispersive channel is
essentially the same as the degradation caused by the timing jitter in the case
of the ideal channel. In figure 6.32, the total degradation i.e., the degradation
as compared to SNR(0) (6.23) caused by the timing jitter and the dispersive
channel) is shown under the same conditions as in figure 6.31. For small jitter
variances, the total degradation is essentially independent of the jitter variance:
the dominating effect is the dispersive channel. For increasing jitter variances,
the curves of the dispersive channel and the ideal channel coincide. In this case,
the total degradation is mainly caused by the timing jitter. The degradation of
figures 6.31 and 6.32 is essentially independent of the number of carriers and
the spreading factor, but only depends on the jitter variance σ2

ε (6.59). Hence,
the influence of timing jitter in the case of a dispersive channel is essentially the
same as in the case of an ideal channel (section 6.4.2).

6.6 Conclusions and Remarks

In this chapter, we have investigated the sensitivity of MC-CDMA to synchro-
nisation errors. The cyclic prefix is assumed to be sufficiently long to cope with
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Figure 6.31: Additional degradation caused by timing jitter, α = 0, Nc =
NFFT = 64, SNR(0) = 20 dB

Figure 6.32: Maximum total degradation caused by dispersive channel and tim-
ing jitter, α = 0, Nc = NFFT = 64, SNR(0) = 20 dB
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Table 6.5: Overview of the effect of synchronisation errors on downlink MC-
CDMA for the maximum load

constant phase offset - no degradation
constant timing offset - no degradation
carrier frequency offset - strong degradation, proportional to

(NFFT∆FT )2

- degradation independent of carrier index
clock frequency offset - strong degradation, proportional to

(NFFT∆T/T )2

- degradation depends on carrier index
carrier phase jitter - degradation independent of Nc and

spectral contents of jitter, proportional to σ2
φ

- scatter diagram depends on spectral contents
jitter

jitter timing jitter - degradation independent of spectral contents
jitter and essentially independent of Nc for
large Nc, proportional to σ2

ε

- scatter diagram depends on spectral contents
jitter

channel dispersion and timing misalignment. The considered receiver makes use
of one-tap equalisers at the FFT outputs to compensate the effect of synchroni-
sation errors and channel dispersion. In the absence of synchronisation errors,
this type of receiver is able to suppress the multiuser interference in downlink
MC-CDMA on dispersive channels. However, a much more complicated type of
receiver is required to combat multiuser interference in uplink MC-CDMA on
dispersive channels, even in case of perfect synchronisation. As such receivers
are beyond the scope of this work, we have concentrated mainly on downlink
MC-CDMA. We have found that downlink transmission over an ideal channel
and over a dispersive channel yields nearly the same SNR degradation caused
by synchronisation errors, as compared to the SNR on the respective channels
with perfect synchronisation. Hence, results valid for the ideal channel are also
relevant to more realistic channels. These results for downlink MC-CDMA are
briefly summarised in Table 6.5, and a more detailed discussion if given below.
In the case of uplink MC-CDMA on an ideal channel, the degradations caused
by carrier phase offset, carrier frequency offset, carrier phase jitter and timing
jitter are essentially the same as for downlink MC-CDMA, whereas timing offset
and clock frequency offset are much more harmful to uplink MC-CDMA than
to downlink MC-CDMA.

Assuming that all compensations of the effect of synchronisation errors are
carried out by the one-tap equalisers at the outputs of the FFT, the synchroni-
sation errors affect the full-load (Nu = Nc) downlink MC-CDMA system in the
following way.
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• A constant carrier phase offset only yields a phase rotation at the FFT
outputs, which is compensated by the equaliser without loss of perfor-
mance.

• As no carriers in the rolloff area are modulated, a constant timing offset
gives rise to a carrier-dependent phase rotation of the FFT outputs, which
is compensated by the equaliser without loss of performance.

• A (relative) carrier frequency offset ∆FT yields a degradation that is
proportional to (NFFT∆FT )2. If this degradation can not be tolerated,
frequency correction must be applied in front of the FFT at the receiver.

• A (relative) clock frequency offset ∆T/T gives rise to a degradation that is
proportional to (NFFT∆T/T )2. If this degradation can not be tolerated,
timing correction must be applied in front of the FFT at the receiver.

• Carrier phase jitter yields a degradation that is essentially independent
of the number of carriers, provided that all users have the same transmit
power and the same jitter spectrum. The degradation is proportional
to the jitter variance. The scatter diagram at the input of the deci-
sion device does depend on the jitter spectrum shape. Low-frequency
jitter (|f | < 1/(NFFTT )) gives rise to mainly self-interference, causing
an angular displacement in the scatter diagram. High-frequency jitter
(|f | > 1/(NFFTT )) yields mainly multiuser interference, corresponding to
a circular cloud in the scatter diagram.

• Timing jitter gives rise to a degradation with similar properties as the
degradation caused by carrier phase jitter. The main difference is the
scatter diagram: irrespective of the jitter spectrum shape, multiuser in-
terference is dominant over self-interference, so that the resulting scatter
diagram shows a circular cloud.

The results obtained in this chapter have been published in a number of
scientific papers. In [Ste97a], [Ste98d] and [Ste99a] we have studied the effect
of the carrier phase errors on MC-CDMA performance. A comparison between
MC-CDMA and orthogonal CDMA regarding their sensitivity to carrier phase
errors is presented in [Ste99e]. In [Ste99b] we have investigated how timing
errors affect MC-CDMA performance. In [Ste99c] and [Ste99d] we have intro-
duced the equivalent time-varying channel impulse response that incorporates
the synchronisation errors, to determine the degradation in MC-CDMA. An
overview of MC-CDMA sensitivity to synchronisation errors can be found in
[Ste99f]. In the above papers, the performance degradation caused by synchro-
nisation errors has been determined analytically; this is in contrast with other
authors (e.g., [Tom96]) who use mainly computer simulations to determine the
system performance in the presence of synchronisation errors.
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Chapter 7

Comparison of the
Modulation Techniques

7.1 Introduction

So far, a number of single carrier and multicarrier modulation techniques have
been presented and the effect of synchronisation errors on their performance has
been investigated. In this chapter, the sensitivity of these modulation techniques
will be compared. However, to allow a fair comparison between the different
modulation techniques, we assume that all considered systems are able to ac-
commodate up to N users, each user operating at a data rate Rs. In addition, to
simplify the comparison, we consider the case of synchronous transmission, i.e.,
the signals of the different users are synchronised such that all users exhibit the
same carrier phase errors and timing errors. The transmit and receiver filters
are square-root raised-cosine filters with rolloff α.

In this chapter, we consider three types of multicarrier systems and compare
them with their single carrier equivalents. A description of the considered mul-
ticarrier systems and their single carrier counterparts is presented in section 7.2.
In section 7.3, the comparison of the sensitivities to synchronisation errors of
the considered systems will be discussed. In section 7.4 conclusions are drawn.

7.2 Multicarrier Systems and their Single Car-
rier Equivalents

In this section, we consider three multicarrier systems, based on the OFDM,
OFDMA and MC-CDMA techniques and present a single carrier equivalent

195
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Figure 7.1: The OFDM/TDMA technique

for each of the considered multicarrier systems. The first multicarrier tech-
nique makes use of the OFDM modulation technique, combined with TDMA
as the multiple access technique (OFDM/TDMA). Its single carrier counterpart
consists of the conventional single carrier communication technique, combined
with the TDMA multiple access technique (SC/TDMA). Next, we consider the
OFDMA technique and its single carrier equivalent, consisting of the conven-
tional single carrier communication technique, combined with the FDMA mul-
tiple access technique (SC/FDMA). The last multicarrier technique that is con-
sidered is the MC-CDMA technique, which is the multicarrier counterpart of
the DS-CDMA technique.

7.2.1 OFDM/TDMA and SC/TDMA

In the OFDM/TDMA technique, where OFDM is used as the modulation tech-
nique and TDMA as an access technique, the time axis is partitioned into a
number of non-overlapping time slots, as shown in figure 7.1. The time slots are
grouped into frames of N time slots. During each frame, a user is assigned a
time slot. Each time slot consists of a burst of OFDM blocks, during which NB

data symbols are transmitted. Considering NFFT as the number of carriers and
ν as the number of samples in the cyclic prefix, each OFDM block consists of
NFFT + ν samples. Assuming the carriers inside the rolloff area are not modu-
lated, i.e., in each OFDM block Ncarr ≤ (1−α)NFFT symbols are transmitted,
the number of OFDM blocks necessary to transmit NB data symbols per time
slot equals NB/Ncarr. Furthermore, for a given data rate Rs per user, the band-
width occupied by the OFDM/TDMA system equals B = (1 + ν/NFFT )NRs
Hz. The corresponding sampling rate equals 1/T = (NFFT + ν)NRs/Ncarr Hz.
An overview of the system parameters is shown in table 7.1. The performance
of the OFDM/TDMA technique has been investigated in chapter 5.

Similarly to the OFDM/TDMA technique, the time axis in the case of the
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Figure 7.2: The SC/TDMA technique

Table 7.1: Comparison of the system parameters of OFDM/TDMA and
SC/TDMA

OFDM/TDMA SC/TDMA
data rate per user (symb/s) Rs Rs
number of users N N
number of data symbols NB NB
per time slot

system bandwidth (Hz) B =
(

1 + ν
NFFT

)
NRs B = (1 + α)NRs

sampling rate (Hz) 1
T = (NFFT + ν) NRsNcarr

1
T = NRs

duration time slot TB (s) TB = NB
NRs

TB = NB
NRs

duration frame TF (s) TF = NB
Rs

TF = NB
Rs

SC/TDMA technique is partitioned into a number of non-overlapping time slots,
that are grouped into frames of N time slots. In each frame, a user is assigned
a time slot, during which the user can transmit a burst of NB data symbols,
as shown in figure 7.2. The bandwidth occupied by the SC/TDMA technique
equals B = (1 +α)NRs Hz. Furthermore, the sampling rate equals 1/T = NRs
Hz. Table 7.1 shows an overview of the SC/TDMA system parameters. The
performance of the SC/TDMA technique has been investigated in chapter 3.

When n � NFFT , α ≈ 1 and Ncarr ≈ NFFT , it is observed from table 7.1
that OFDM/TDMA and SC/TDMA occupy approximately the same bandwidth
B ≈ NRs Hz. Furthermore, the sampling rate is approximately the same for
both techniques and equals 1/T = NRs Hz. The duration of a time slot, hence
the duration of a frame, is the same for both techniques when the number of
data symbols NB transmitted during a time slot is the same.
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Figure 7.3: The OFDMA technique

7.2.2 OFDMA and SC/FDMA

In the OFDMA technique, the available bandwidth is partitioned into a number
of subchannels that spectrally overlap, as shown in figure 7.3. By adequately
selecting the carrier spacing, the carriers are made orthogonal. Each user is
assigned a different carrier. For NFFT the number of carriers and n the number
of samples in the cyclic prefix, the OFDMA block consists of NFFT +ν samples.
During one OFDMA block, one data symbol per user is transmitted. When
the carriers inside the rolloff area are not used, i.e., the number of modulated
carriers equals N ≤ (1 − α)NFFT , the bandwidth occupied by the OFDMA
system equals B = (1 + ν/NFFT )NRs Hz. Furthermore, the sampling rate
is equal to 1/T = (1 + ν/NFFT )NRs/(1 − α) Hz. A summary of the system
parameters for the OFDMA system is shown in table 7.2. The performance of
the OFDMA system has been investigated in chapter 5.

Similarly to the OFDMA technique, the available bandwidth in the case of
the SC/FDMA technique is partitioned into a number of subchannels. However,
unlike the carriers in the OFDMA technique, the carriers in the SC/FDMA tech-
nique do not spectrally overlap, as shown in figure 7.4. Each user is assigned a
different carrier, on which the data stream of the considered user is transmit-
ted as described in chapter 3: the data symbols are transmitted sequentially.
The bandwidth occupied by the SC/FDMA technique is given by (1 + α)NRs
Hz, and the corresponding sampling rate is 1/T = Rs Hz. Table 7.2 shows
an overview of the SC/FDMA system parameters. The performance of the
SC/FDMA technique has been investigated in chapter 3.

Assuming that n � NFFT , α � 1 and N ≈ NFFT , we observe in table
7.2 that the system bandwidths of the OFDMA technique and the SC/FDMA
technique are approximately the same and equal to B ≈ NRs Hz. Furthermore,
the sampling rate of the OFDMA technique is about N times as large as the
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Figure 7.4: The SC/FDMA technique

Table 7.2: Comparison of the system parameters of OFDMA and SC/FDMA
OFDMA SC/FDMA

data rate per user (symb/s) Rs Rs
number of users N N

system bandwidth (Hz) B =
(

1 + ν
NFFT

)
NRs B = (1 + α)NRs

sampling rate (Hz) 1
T = (NFFT + ν)Rs

1
T = Rs

sampling rate of its single carrier equivalent, the SC/FDMA technique.

7.2.3 MC-CDMA and DS-CDMA

In the MC-CDMA technique, where OFDM is used as the modulation tech-
nique and CDMA as the multiple access technique, the available bandwidth is
partitioned into a number (NFFT ) of spectrally overlapping subchannels. The
data symbols of a user (generated at a rate Rs) are multiplied with a spreading
sequence that has a rate NcRs and the resulting sequence is mapped on the
carriers, as shown in figure 7.5. In each MC-CDMA block, one data symbol per
user is transmitted. We assume that the carriers inside the rolloff area are not
modulated, i.e., the spreading factor Nc is smaller than or equal to the num-
ber of carriers outside the rolloff area: Nc ≤ (1 − α)NFFT . Each MC-CDMA
block consists of NFFT + ν samples, where ν is the number of samples in the
cyclic prefix. All users are assigned different spreading sequences. When using
orthogonal sequences or overlay sequences, the signals of the different users are
orthogonal. In this case, up to Nc users can be accommodated without intro-
ducing severe interference between the users. Hence, the maximum number of
users N equals the spreading factor Nc: N = Nc. The bandwidth occupied by
the MC-CDMA technique equals B = (1 + ν/NFFT )NRs Hz, and the sampling
rate is 1/T = (NFFT + ν)Rs Hz. A summary of the MC-CDMA system param-
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Figure 7.6: The DS-CDMA technique

eters is shown in table 7.3. The MC-CDMA performance has been investigated
in chapter 6.

Similarly to the MC-CDMA technique, the data symbols in the DS-CDMA
technique (generated at a rate Rs) are multiplied with a spreading sequence
that has a rate NcRs. However, unlike the MC-CDMA technique, the resulting
sequence is transmitted in the time domain, as shown in figure 7.6. During
one DS-CDMA block, one data symbol per user is transmitted. Similarly as
in the MC-CDMA system, we consider the cases of orthogonal sequences and
overlay sequences, which means that up to Nc users can be accommodated.
Consequently, the maximum number of active users equals the spreading factor,
i.e., N = Nc. The DS-CDMA system occupies a bandwidth B = (1 + α)NRs
Hz. Furthermore, the sampling rate equals 1/T = NRs Hz. In table 7.3, an
overview of the DS-CDMA system parameters is shown. The DS-CDMA system
performance has been investigated in chapter 4.

Considering the case that ν � NFFT , α� 1 and N ≈ NFFT , we observe in
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Table 7.3: Comparison of the system parameters of MC-CDMA and DS-CDMA
MC-CDMA DS-CDMA

data rate per user (symb/s) Rs Rs
number of users N N

system bandwidth (Hz) B =
(

1 + ν
NFFT

)
NRs B = (1 + α)NRs

sampling rate (Hz) 1
T = (NFFT + ν)Rs

1
T = NRs

table 7.3 that the bandwidths occupied by the MC-CDMA technique and the
DS-CDMA technique are approximately the same and equal to B ≈ NRs Hz.
Furthermore, it is observed that the sampling rates of the MC-CDMA technique
and the DS-CDMA technique are approximately the same and yield 1/T ≈ NRs
Hz. Comparing the bandwidth of the MC-CDMA technique and the DS-CDMA
technique with the bandwidth of the other considered systems (OFDM/TDMA,
SC/TDMA, OFDMA and SC/FDMA), we observe that the system bandwidth
is approximately the same for all considered systems and yields B ≈ NRs Hz.

7.3 Effect of Synchronisation Errors

In this section, we compare the sensitivity of the systems described in section
7.2 to carrier phase and timing synchronisation errors. To clearly isolate the
effect of the synchronisation errors, we consider the transmission over an ideal
channel. Furthermore, we consider the case of synchronous transmission, i.e.,
the signals transmitted to/by the different users are synchronised such that all
users exhibit the same carrier phase error and timing error. In addition, we
assume that all users have the same energy per symbol and that the system
works at a full load, i.e., the number of active users equals N . In the following,
we separately consider the effect of the carrier phase errors and the timing errors.

7.3.1 Carrier Phase Errors

In this section, we compare the effect of the carrier phase errors on the systems of
section 7.2, in the absence of timing errors. We consider the cases of a constant
phase offset, a carrier frequency offset and carrier phase jitter.

Constant Phase Offset

A constant mismatch of the phase between the carrier oscillators at the
transmitter and the receiver yields a constant phase offset φ. As shown in
chapter 3 (SC/TDMA and SC/FDMA), chapter 4 (DS-CDMA), chapter 5
(OFDM/TDMA and OFDMA) and chapter 6 (MC-CDMA), a constant phase
offset introduces a phase rotation over an angle φ of the samples at the input
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Table 7.4: Overview of the effect of a constant phase offset.
Constant Phase Offset

SC/TDMA no degradation
DS-CDMA no degradation
SC/FDMA no degradation
OFDM/TDMA no degradation
MC-CDMA no degradation
OFDMA no degradation

of the decision device for all systems when no equaliser is used. Hence, a con-
stant phase offset results in a reduction of the noise margins if no precaution
is taken. A one-tap equaliser is able to compensate for the systematic phase
rotation of the samples at the input of the decision device without enhancing
the noise power level. Consequently, for any of the systems of section 7.2 a
constant phase offset introduces no performance degradation. The results are
summarised in table 7.4.

Carrier Frequency Offset

A constant mismatch of the frequency between the carrier oscillators at the
transmitter and the receiver introduces a carrier phase error that linearly in-
creases with time: φ(t) = 2π∆Ft + φ(0). The effect of this carrier frequency
offset is twofold. First, a carrier frequency offset introduces a frequency shift of
the downconverted received signal. This results in signal distortion and power
loss at the receiver filter output, as a part of the received signal falls outside the
bandwidth of the receiver filter. This effect results in an attenuation of the use-
ful component and the introduction of interference at the receiver filter output.
Further, the carrier frequency offset introduces a rotation at a constant speed of
2π∆F rad/s of the receiver filter output samples. In single carrier systems, the
receiver filter output samples are applied to a one-tap equaliser (see figures 3.1
and 4.2). In the SC/TDMA system and the SC/FDMA system, the equaliser is
followed by the decision device, while in the DS-CDMA system, the receiver cor-
relates the equaliser output with the spreading sequence of the considered user
and applies the correlator output to the decision device. The one-tap equaliser
is able to compensate for the systematic rotation of the receiver filter output
samples without enhancing the noise power level. However, the equaliser is not
able to correct for the reduction of the useful component without enhancing
the noise power level, or to eliminate the interference. Hence, the single carrier
systems are degraded as compared to the case of a zero carrier frequency offset.
In chapter 3 and 4, it is shown that the effect of the interference is negligible
as compared to the effect of the reduction of the useful component. Hence, the
degradation is mainly caused by the effect of the reduction of the useful com-
ponent. The degradation is a function of the product ∆FT ; for given ∆FT the
degradation for SC/TDMA, SC/FDMA and DS-CDMA are the same.
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In multicarrier systems, the rotating receiver filter output samples are ap-
plied to the FFT, followed by one-tap equalisers that scale and rotate the FFT
outputs (see figures 5.2 and 6.6). The rotation of the receiver filter output sam-
ples gives rise to an additional reduction of the useful component and additional
interference at the FFT outputs. Furthermore, the FFT outputs are rotating at
a constant speed of 2π(NFFT + ν)∆FT rad/block. The one-tap equalisers are
able to compensate for the systematic rotation of the FFT outputs without loss
of performance. However, the equaliser is not able to correct for the reduction of
the useful component without enhancing the noise power level, or to eliminate
the interference. Hence, the multicarrier systems are degraded as compared to
the case of a zero carrier frequency offset. The degradation at the output of
the receiver filter (caused by the frequency shift of the downconverted received
signal) is negligibly small as compared to the degradation at the FFT outputs
(caused by the rotation of the receiver filter output samples). In chapters 5 and
6, an upper bound on the degradation is given by (5.38) and (6.36), for the
OFDM(A) system and the MC-CDMA system, respectively. When the rolloff is
small (so that the number of modulated carriers is close to NFFT ), this upper
bound yields an accurate approximation of the actual degradation. This upper
bound is a function of the product NFFT∆FT ; for given NFFT∆FT , the up-
per bounds for OFDM(A) and MC-CDMA are the same. A small degradation
requires ∆FT � NFFT . The degradation strongly increases for an increasing
number of carriers. Hence, the multicarrier systems are very sensitive to a car-
rier frequency offset. To get rid of the degradation caused by the rotation of the
filter output samples, the carrier frequency offset should be corrected in front of
the FFT. When this correction is applied after the receiver filter, the frequency
shift of the downconverted received signal introduces only a degradation of the
carriers inside the rolloff area, and of some carriers adjacent to the rolloff area.
This degradation is independent of the number of carriers and only depends on
the receiver filter bandwidth. When the affected carriers are not used, no degra-
dation is introduced by a carrier frequency offset, provided that the systematic
phase rotation is compensated in front of the FFT.

In figure 7.7, the performance degradation is shown as function of the carrier
frequency offset relative to the symbol rate Rs, for N = 64 users, α = 0.1
and SNR(0) = 20 dB. As we observe, all multicarrier systems are much more
sensitive to a carrier frequency offset than are the single carrier systems.

• As the sampling rates 1/T for SC/TDMA and DS-CDMA are the same
(see table 7.1 and 7.3), these modulations yield the same degrada-
tion, which for given ∆F/Rs decreases with increasing number (N) of
users. The sampling rate 1/T for SC/FDMA is N times as small as for
SC/TDMA and DS-CDMA (see table 7.2), so that the degradation for the
former modulation is larger than the degradation for the latter modula-
tions; for given ∆F/Rs the degradation for SC/FDMA is independent of
the number (N) of users.

• The degradation for OFDMA and MC-CDMA are essentially the same,
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Figure 7.7: Effect of a carrier frequency offset, N = 64, α = 0.1, SNR(0) = 20
dB.

Table 7.5: Overview of the effect of a carrier frequency offset.
Carrier Frequency Offset

SC/TDMA small degradation, increases with (1/N)∆F/Rs
DS-CDMA small degradation, increases with (1/N)∆F/Rs
SC/FDMA moderate degradation, increases with ∆F/Rs
OFDM/TDMA strong degradation, increases with (NFFT /N)∆F/Rs
MC-CDMA strong degradation, increases with ∆F/Rs
OFDMA strong degradation, increases with ∆F/Rs

as these modulations yield the same sampling rate 1/T (see table 7.2 and
7.3) and essentially the same size of FFT (NFFT ≈ N); these degrada-
tions do not depend on N . When Ncarr ≈ NFFT , the degradation for
OFDM/TDMA is larger or smaller than the degradation for OFDMA and
MC-CDMA, depending on whether NFFT > N or NFFT < N ; for given
∆F/Rs, this degradation increases with increasing NFFT and decreasing
N .

Table 7.5 shows an overview of the results.

Carrier Phase Jitter

When a carrier synchronisation mechanism is used to adjust the carrier oscilla-
tor, we get rid of a carrier frequency offset and a constant phase offset. We can
model the residual phase jitter as a zero-mean stationary random process with
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Figure 7.8: Effect of carrier phase jitter, N = 64, SNR(0) = 20 dB.

jitter power spectral density Sφ(f) and jitter variance σ2
φ.

As shown in chapter 3 (SC/TDMA and SC/FDMA), chapter 4 (DS-CDMA),
chapter 5 (OFDM/TDMA and OFDMA) and chapter 6 (MC-CDMA), the
degradation caused by the carrier phase jitter is independent of the spectral
contents of the jitter and of the number of carriers (OFDM/TDMA, OFDMA
and MC-CDMA) and/or the spreading factor (DS-CDMA and MC-CDMA).
For the multicarrier systems, the degradations (5.45) and (6.45) are an upper
bound on the actual degradations in the case of OFDM(A) and MC-CDMA,
respectively. However, this upper bound yields an accurate approximation for
the actual degradation when the rolloff area is small. Considering (3.23), (4.27),
(5.45) and (6.45) and for given SNR(0), all considered systems exhibit the same
sensitivity to the carrier phase jitter when the jitter variance is the same. Figure
7.8 shows the performance degradation caused by the carrier phase jitter.

The shape of the scatter diagrams in general depends on the spectral contents
of the jitter.

• For the SC/TDMA system and the SC/FDMA system, the shape of the
scatter diagram does not depend on the jitter spectrum, and the samples
at the input of the decision device experience a pure (random) phase
rotation, as shown in figure 3.7.

• All other systems yield a scatter diagram that depends on the spectral
contents of the jitter. For jitter with mainly low frequency components
(|f | < (N/NFFT )Rs for OFDM/TDMA, |f | < Rs for OFDMA, MC-
CDMA and DS-CDMA), the jitter causes mainly an angular displacement
of the samples at the input of the decision device (see figures 4.10, 5.16 and
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Table 7.6: Overview of the effect of carrier phase jitter.
Carrier Frequency Offset

SC/TDMA - degradation is independent of N and spectral contents
of jitter and only depends on jitter variance

- scatter diagram independent of spectral contents jitter
DS-CDMA - degradation is independent of N , Nc and spectral

contents of jitter and only depends on jitter variance
- scatter diagram depends on spectral contents jitter

SC/FDMA - degradation is independent of N and spectral
contents of jitter and only depends on jitter variance

- scatter diagram independent of spectral contents jitter
OFDM/TDMA - degradation is independent of N , NFFT and spectral

contents of jitter and only depends on jitter variance
- scatter diagram depends on spectral contents jitter

MC-CDMA - degradation is independent of N , Nc and spectral
contents of jitter and only depends on jitter variance

- scatter diagram depends on spectral contents jitter
OFDMA - degradation is independent of N , NFFT and spectral

contents of jitter and only depends on jitter variance
- scatter diagram depends on spectral contents jitter

6.18). Jitter with mainly high frequency components (|f | > (N/NFFT )Rs
for OFDM/TDMA, |f | > Rs for OFDMA, MC-CDMA and DS-CDMA)
gives rise to a scatter diagram at the input of the decision device that
shows circular clouds (see figures 4.11, 5.17 and 6.19). When these modu-
lations are affected by the same jitter spectrum, they yield identical scatter
diagram.

An overview of these results can be found in table 7.6.

7.3.2 Timing Errors

In this section, we compare the effect of the timing errors on the systems of
section 7.2 in the absence of carrier phase errors. We consider the cases of a
constant timing offset, a clock frequency offset and timing jitter.

Constant Timing Offset

A constant mismatch between the optimum timing instants and the estimated
timing instants results in a constant timing offset εkT = εT . In chapter 3
(SC/TDMA and SC/FDMA) and chapter 4 (DS-CDMA), it is shown that for
the considered single carrier systems, a constant timing offset yields a perfor-
mance degradation. This performance degradation is mainly caused by the



7.3. EFFECT OF SYNCHRONISATION ERRORS 207

Figure 7.9: Effect of timing offset, N = 64, α = 0.1, SNR(0) = 20 dB.

interference (ISI in the case of SC/TDMA and SC/FDMA, MUI in the case of
DS-CDMA) which is introduced by the timing error. Furthermore, it is shown
that a constant timing offset |ε| > 0.5 causes severe performance degradation as
in this case either a decision is taken about an adjacent symbol instead of the
correct symbol (conventional single carrier system) or each receiver output sam-
ple is multiplied with an adjacent chip instead of the correct chip (DS-CDMA
system). The degradations of the SC/TDMA and SC/FDMA systems (3.32)
and the DS-CDMA system (for the maximum load) (4.32) are the same, for
the same relative timing offset ε. However, considering that the sampling rate
1/T of the SC/FDMA system is N times as small as in the SC/TDMA system
and the DS-CDMA system, the SC/FDMA system is less sensitive to the same
absolute constant timing offset εT . The degradation caused by the constant
timing offset decreases with increasing rolloff.

In the multicarrier systems (OFDM/TDMA, OFDMA and MC-CDMA),
the carriers inside the rolloff area are not used. Hence, assuming that the cyclic
prefix is sufficiently long to cope with the timing error, a constant timing offset
only introduces a carrier dependent phase rotation of the FFT outputs. As this
phase rotation can be compensated by the one-tap equaliser without enhance-
ment of the noise power level, a constant timing offset causes no performance
degradation.

Figure 7.9 shows the degradation of the considered single carrier systems as
a function of the relative timing offset ε. Table 7.7 shows an overview of these
results.
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Table 7.7: Overview of the effect of constant timing offset.
Constant Timing Offset

SC/TDMA - degradation decreases for increasing rolloff
- timing offset must be |ε| < 0.5

DS-CDMA - degradation decreases for increasing rolloff
- timing offset must be |ε| < 0.5

SC/FDMA - degradation decreases for increasing rolloff
- timing offset must be |ε| < 0.5

OFDM/TDMA - no degradation when cyclic prefix is long enough
MC-CDMA - no degradation when cyclic prefix is long enough
OFDMA - no degradation when cyclic prefix is long enough

Clock Frequency Offset

A constant mismatch of the frequency between the transmitter and receiver
sampling clocks gives rise to a timing error that linearly increases with time:
εk = k∆T/T + ε0. This clock frequency offset introduces an increasing mis-
alignment between the transmitted time-domain samples and the received time-
domain samples. This misalignment can be compensated by means of a coarse
synchronisation algorithm, which involves duplicating (∆T > 0) or removing
(∆T < 0) receiver filter output samples at regular intervals.

In the conventional single carrier communication system (chapter 3) and the
DS-CDMA system (chapter 4), the residual timing error after coarse synchro-
nisation slowly varies within the interval [−0.5, 0.5]. Hence, the performance
depends on the considered symbol interval. Because of its slow variation, the
residual timing error can be interpreted as a fixed timing offset that depends
on the symbol index. At regular intervals, the resulting timing error is close to
-0.5 or 0.5, in which case the single carrier systems are so severely degraded (see
figure 7.9) that a clock frequency offset can not be tolerated.

In the OFDM(A) system (chapter 5) and the MC-CDMA system (chapter
6), the resulting timing error ε̃i(NFFT+ν)+k = k∆T/T + εi after coarse synchro-
nisation consists of a contribution k∆T/T that linearly increases with time,
which is independent of the block index, and a constant contribution ei that
depends on the block index. The constant contribution ei introduces a pure
phase rotation of the FFT outputs outside the rolloff area, which can, simi-
larly as for a constant timing offset, be compensated by the one-tap equalisers
without enhancing the noise power level. The linearly increasing contribution
k∆T/T gives rise to a reduction of the useful component and the introduction of
interference at the FFT outputs. Hence, the multicarrier systems are degraded
by a clock frequency offset. In OFDM/TDMA and OFDMA, the degradation
depends on the carrier index, but is independent of the block index and is max-
imum for carriers close to the rolloff area. In MC-CDMA, the degradation is
independent of the user index and of the block index. The degradation (5.61)
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Figure 7.10: Effect of a clock frequency offset, N = 64, α = 0.1, SNR(0) = 20
dB.

for OFDM/TDMA and OFDMA is an upper bound for the actual degradation.
Similarly, an upper bound for the degradation in the MC-CDMA system can
be defined. For given NFFT∆T/T , the average (over the FFT outputs) degra-
dation for OFDM(A) is essentially equal to the degradation for MC-CDMA.
For all multicarrier systems, the upper bound on the degradation is a function
of the product NFFT∆T/T and strongly increases for an increasing number of
carriers.

Figure 7.10 shows the degradation of the multicarrier systems as a function of
the normalised clock frequency offset ∆T/T . For OFDM/TDMA and OFDMA,
the average (over the FFT outputs) degradation is shown.

• As the sizes of the FFT for OFDMA and MC-CDMA are essentially the
same (NFFT ≈ N), the average degradation for OFDMA is very close to
the degradation for MC-CDMA; this degradation strongly increases with
N , as NFFT∆T/T ≈ N∆T/T . The maximum degradation for OFDMA
is somewhat larger than the degradation for MC-CDMA.

• For OFDM/TDMA, the size NFFT of the FFT can be chosen indepen-
dently of the number N of users. The degradation for OFDM/TDMA is
larger or smaller than for OFDMA, depending on whether NFFT > N
or NFFT < N . The degradation is independent of N , but increases with
increasing NFFT .

Table 7.8 shows a summary of the results.
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Table 7.8: Overview of the effect of clock frequency offset.
Clock frequency Offset

SC/TDMA - not tolerable
DS-CDMA - not tolerable
SC/FDMA - not tolerable
OFDM/TDMA - strong degradation, increases with NFFT∆T/T

- degradation depends on carrier index
MC-CDMA - strong degradation, increases with N∆T/T

- degradation depends on user index
OFDMA - strong degradation, increases with N∆T/T

- degradation depends on carrier index

Timing Jitter

When a timing synchronisation algorithm is used to adjust the sampling clock
(or to control an interpolator), we get rid of a clock frequency offset and a
constant timing offset. We can model the residual timing jitter εk as a zero-mean
stationary random process with jitter power spectral density Sε(exp(j2πfT ))
and jitter variance σ2

ε .

In chapter 3 (SC/TDMA and SC/FDMA) and chapter 4 (DS-CDMA), it is
shown that the degradation caused by the timing jitter is independent of the
spectral contents of the jitter but only depends on the jitter variance. Fur-
thermore, in the case of the DS-CDMA system (for the maximum load), the
degradation is independent of the spreading factor. The degradation also de-
pends on the rolloff: the degradation decreases for increasing rolloff. For given
jitter variance σ2

ε , the degradations of the SC/TDMA system and SC/FDMA
system (3.40) and the degradation of the DS-CDMA system in the case of the
maximum load (4.38) are the same.

For the OFDM/TDMA and the OFDMA systems, the timing jitter intro-
duces a degradation that depends on the carrier index. The average degradation
(over all carriers) is independent of the spectral contents of the jitter but only
depends on the jitter variance. Furthermore, the degradation is essentially in-
dependent of the number of carriers. In the considered OFDM/TDMA system
and the OFDMA system, the carriers inside the rolloff are not used. Hence, the
average degradation (5.71) is an upper bound on the actual average degradation.
However, for a small rolloff area and for a large number of carriers, the upper
bound (5.71) yields an accurate approximation of the actual average degrada-
tion. The scatter diagram depends on the spectral contents of the jitter. For jit-
ter with mainly low frequency components (|f | < 1/(NFFTT ) ≈ (N/NFFT )Rs),
the scatter diagram shows mainly an angular displacement of the samples at
the input of the decision device. Jitter with mainly high frequency components
(|f | > 1/(NFFTT ) ≈ (N/NFFT )Rs) gives rise to a scatter diagram at the input
of the decision device with circular clouds.



7.4. CONCLUSIONS AND REMARKS 211

Figure 7.11: Effect of timing jitter, N = 64, α = 0, SNR(0) = 20 dB.

In the MC-CDMA system of chapter 6, the timing jitter gives rise to a
degradation that is independent of the spectral contents of the jitter but only
depends on the jitter variance. Furthermore, the degradation is independent
of the user index and essentially independent of the spreading factor and the
FFT length NFFT . Unlike the multicarrier systems of chapter 5, the scatter
diagram for MC-CDMA is independent of the spectral contents of the jitter.
The upper bound on the degradation of the MC-CDMA system (6.60) is equal to
upper bound on the average degradation of the multicarrier systems of chapter 5
(5.71). This upper bound (6.60) yields an accurate approximation of the actual
degradation when the rolloff area is small and the FFT length NFFT is large.

Note that for α→ 0, the degradations (3.41), (4.38) of the single carrier sys-
tems converge to the degradations (5.71) and (6.60) of the multicarrier systems,
yielding

Deg = 10 log

(
1 + SNR(0)

π2

3
σ2
ε

)
(7.1)

Hence, all considered system exhibit essentially the same sensitivity to timing
jitter. This degradation is independent of the number of users. The degradation
caused by the timing jitter is shown in figure 7.11. The results are summarised
in table 7.9.

7.4 Conclusions and Remarks

In this chapter, we have compared a number of multicarrier systems and their
single carrier equivalents regarding their sensitivity to synchronisation errors. In
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Table 7.9: Overview of the effect of timing jitter.
Timing jitter

SC/TDMA - degradation independent of spectral contents jitter,
only depends on jitter variance

- degradation decreases for increasing rolloff
DS-CDMA - degradation independent of spectral contents jitter

and spreading factor, only depends on jitter variance
- degradation decreases for increasing rolloff

SC/FDMA - degradation independent of spectral contents jitter,
only depends on jitter variance

- degradation decreases for increasing rolloff
OFDM/TDMA - degradation independent of spectral contents jitter,

essentially independent of number of carriers,
depends only on carrier index and jitter variance

- scatter diagram depends on spectral contents jitter
MC-CDMA - degradation independent of spectral contents jitter

and user index, essentially independent of number of
carriers, depends only on jitter variance

- scatter diagram independent of spectral contents jitter
OFDMA - degradation independent of spectral contents jitter,

essentially independent of number of carriers,
depends only on carrier index and jitter variance

- scatter diagram depends on spectral contents jitter

order to allow a fair comparison between the different systems, we have assumed
that all systems are able to accommodate N users at a data rate Rs per user.
In the comparison, we considered the case of synchronous transmission. All
systems make use of one-tap equalisation to partially compensate the effect
of the synchronisation errors: for DS-CDMA and MC-CDMA, equalisation is
applied in front of the despreading, whereas for the other modulation techniques,
equalisation is applied at the input of the decision device. The cyclic prefix in
multicarrier systems is sufficiently long to cope with timing errors. The results
can be summarised as follows:

• None of the systems is degraded by a constant phase offset.

• Multicarrier systems are much more sensitive to a carrier frequency offset
than single carrier systems. The degradation of multicarrier systems and
single carrier systems is an increasing function of NFFT∆FT and ∆FT ,
respectively.

• All systems exhibit the same sensitivity to carrier phase jitter. The degra-
dation is independent of the spectral contents of the jitter, the FFT length
NFFT and of the spreading factor, but only depends on the jitter variance.
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• Single carrier systems are degraded by a constant timing offset. In multi-
carrier systems, no degradation occurs when the carriers inside the rolloff
area are not used.

• Single carrier and multicarrier systems are both very sensitive to a clock
frequency offset. For single carrier systems, the degradation is so large that
a clock frequency offset can not be tolerated: the clock frequency offset
must be eliminated by adjusting the sampling clock or by interpolating
between available receiver filter output samples.

• Timing jitter introduces a degradation that is essentially the same for
all systems. The degradation is independent of the spectral contents of
the jitter, essentially independent of the FFT length and of the spreading
factor, but only depends on the jitter variance.

Given an acceptable amount of performance degradation, our results on the
sensitivity of the various modulations can be used to derive requirements on the
accuracy of carrier and timing synchronisation algorithms and on the stability
of carrier and clock oscillators.
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Chapter 8

Conclusions – Future Work

8.1 Achievements - Conclusions

The objective of this work was to study the effect of the synchronisation errors
on multicarrier systems. In this work, we have investigated, using an equivalent
time-varying model for a generic system for bandpass communication, the influ-
ence of carrier phase errors and timing errors on the signal-to-noise ratio (SNR)
for a number of multicarrier systems, i.e., OFDM, OFDMA and MC-CDMA.
The cyclic prefix is assumed to be sufficiently long such that, even in the pres-
ence of timing errors, no interference between data symbols transmitted during
different blocks is present. At the receiver, each FFT output is applied to a
one-tap MMSE equaliser. In this work, we have compared the different mul-
ticarrier systems for a given number of carriers (NFFT ) and a given sampling
rate (1/T ). The results for downlink communication in an ideal channel can be
summarised as follows:

• A constant phase offset does not degrade the multicarrier systems.

• A constant timing offset causes no degradation of the multicarrier systems,
provided that the carriers inside the rolloff area are not used.

• All considered multicarrier systems exhibit the same sensitivity to carrier
frequency offsets. The degradation increases with NFFT∆FT .

• The degradation caused by a clock frequency offset increases with
NFFT∆T/T . OFDM and OFDMA exhibit the same degradation, that
depends on the carrier index. The degradation of MC-CDMA equals the
average degradation (over the FFT outputs) of OFDM and OFDMA.

• Carrier phase jitter introduces a degradation that is independent of the
number of carriers (NFFT ) and the spectral contents of the jitter, but only
depends on the jitter variance.

215
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• Timing jitter gives rise to a degradation that is independent of the number
of carriers (for large NFFT ) and the spectral contents of the jitter, but
only depends on the jitter variance. OFDM and OFDMA exhibit the same
degradation, that depends on the carrier index. The degradation of MC-
CDMA equals the average degradation (over the FFT outputs) of OFDM
and OFDMA.

In uplink OFDM(A) over an ideal channel, the degradation is the same as in the
downlink. Uplink MC-CDMA over an ideal channel yields the same degradation
as in downlink MC-CDMA, provided that the transmitters of the different users
are synchronised (i.e., there is no mutual clock frequency offset and no mutual
constant timing offset). When the different users in uplink MC-CDMA are not
mutually synchronised, the interference between the users can not be reduced
sufficiently by the simple one-tap equalisers at the FFT outputs of the base
station, such that the degradation is much larger than in downlink MC-CDMA.

In the case of a dispersive channel, the attenuation of the carriers depends
on the carrier index, which implies that the sensitivity to the noise is larger
than in the case of an ideal channel. In OFDM(A), a sufficient large cyclic
prefix guarantees that there is no interference between the carriers, for both
the uplink and the downlink. In MC-CDMA, interference between the different
users appears at the FFT outputs. The simple one-tap equalisers at the FFT
outputs are able to eliminate this interference in the case of downlink MC-
CDMA (where the signals transmitted to the different users have reach the
receiver via a common channel), but are not able to eliminate this interference
in the case of uplink MC-CDMA (where the signals transmitted by the different
users reach the base station via different channels).

Based on a number of numerical examples, we have shown that, in the case of
uplink multicarrier transmission over a dispersive channel, the additional degra-
dation caused by synchronisation errors is essentially the same as the degrada-
tion in the case of an ideal channel. This implies that the results obtained with
the idea channel are applicable to more realistic channels.

Furthermore, we have made a comparison between the multicarrier systems
and the single carrier systems with respect to their sensitivity to synchronisation
errors in the case of an ideal channel. The results can be summarised as follows:

• For none of the systems, a constant phase offset causes a performance
degradation.

• A constant timing offset introduces no degradation in the case of multi-
carrier systems, provided that the carriers inside the rolloff area are not
used. A single carrier system is degraded by a constant timing offset.

• A carrier frequency offset gives rise to a degradation that increases with
NFFT∆FT for multicarrier systems, while for single carrier systems, the
degradation increases with ∆FT . For given ∆FT , the degradation is
much larger for multicarrier systems than for single carrier systems.



8.2. FUTURE WORK 217

• A clock frequency offset gives rise to a severe degradation in single carrier
systems. Hence, a clock frequency offset can not be tolerated in single
carrier systems. In multicarrier systems, the degradation increases with
NFFT∆T/T .

• Both single carrier and multicarrier systems exhibit the same sensitivity
to carrier phase jitter and timing jitter, for given jitter variances σ2

φ and

σ2
ε .

The research on the effect of synchronisation errors on multicarrier systems
that has resulted in this thesis has been published in a number of articles. In
[Ste98b], we have investigated the effect of carrier phase jitter on an OFDMA
system. A comparison of the sensitivities on an OFDM system, an OFDMA
system and an FDMA system has been made in [Ste97b]. An overview of the
effect of different types of carrier phase and clock errors on OFDM systems is
presented in [Ste00]. In [Ste97a], [Ste99a], we have studied the effect of carrier
phase jitter on the MC-CDMA system. The effect of timing errors on the MC-
CDMA system has been investigated in [Ste99b]. The sensitivity of MC-CDMA
to different types of carrier phase and clock errors has been studied in [Ste99c],
[Ste99d], [Ste99f]. Furthermore, in [Ste99c], [Ste99d], the idea of including the
different types of synchronisation errors into a single equivalent time-varying
channel model has been introduced. In [Ste98b], we have made a comparison
of the sensitivity of MC-CDMA and OFDM to carrier phase errors, while in
[Ste99e], a comparison is made between MC-CDMA and OCDMA.

8.2 Future Work

In this work, we have investigated the effect of synchronisation errors on the
performance of a number of multicarrier systems (OFDM(A), MC-CDMA). Our
suggestions for future work are twofold: they pertain to the application of our
analysis method to other multicarrier systems, and to the derivation and analysis
of synchronisation algorithms for combinations of multicarrier modulation with
CDMA.

8.2.1 Sensitivity of Other Multicarrier Systems

In this work, we have investigated the sensitivity of OFDM(A) and MC-CDMA
to carrier phase and timing errors. The analysis method, based upon the equiv-
alent time-varying channel model, can be used to compute the degradation of
other multicarrier systems to synchronisation errors. Some examples of such
multicarrier systems are discussed below.

• In the MC-CDMA system considered in this work, the number of carriers
used equals the number of chips per symbol (Nc), whereas the number
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of available carriers equals the FFT length NFFT . When the carriers in
the rolloff area are not used, we obviously have Nc < NFFT . In practice,
both Nc and NFFT are usually selected to be powers of two. Hence,
when Nc < NFFT , the minimum FFT length equals 2Nc, which indicates
that only 50% of the available carriers are actually used. In [Ste99g], we
have proposed a more flexible version of MC-CDMA, where the spreading
factor Nc is not necessarily the same as the number of carriers actually
used (Ncarr). This allows us to select both Nc and NFFT as powers of
two, and to choose Ncarr (< NFFT ) independently of Nc. In [Ste99h],
we have already carried out some preliminary investigations regarding the
sensitivity of this ’flexible’ MC-CDMA to synchronisation errors, but more
work remains to be done.

• The MC-CDMA system considered in this work is only one of the possible
combinations of multicarrier modulation with CDMA. Other combinations
that have been proposed are multicarrier direct-sequence CDMA (MC-DS-
CDMA) [DaS93] and multitone CDMA (MT-CDMA) [Van93]; we have
briefly described MC-DS-CDMA and MT-CDMA in section 6.1. It would
be worthwhile to investigate the degradations caused by synchronisation
errors to MC-DS-CDMA and MT-CDMA, and make the comparison with
MC-CDMA.

• The MC-CDMA system considered in this work is only one of the possible
combinations of multicarrier modulation with CDMA. Other combinations
that have been proposed are multicarrier direct-sequence CDMA (MC-DS-
CDMA) [DaS93] and multitone CDMA (MT-CDMA) [Van93]; we have
briefly described MC-DS-CDMA and MT-CDMA in section 6.1. It would
be worthwhile to investigate the degradations caused by synchronisation
errors to MC-DS-CDMA and MT-CDMA, and make the comparison with
MC-CDMA. The different multicarrier systems considered in this work
are based upon the Fourier transform. However, the resulting individual
carrier signals have rather high sidelobes in the frequency domain, which
makes the multicarrier signals sensitive to carrier frequency offsets and
narrowband interferers. This sensitivity can be reduced by replacing the
Fourier transforms by a different transform (such as a wavelet transform)
[Snd95], [Lou98a]. The generation of the transmitted signal and the de-
modulation of the received signal is accomplished by means of a bank of
filters. In [Lou98b], the sensitivity to timing errors of a filter bank based
multicarrier system has been studied in the context of baseband trans-
mission. It would be of interest to study the effect of carrier phase errors
(especially carrier frequency offset) in the case of bandpass transmission.

8.2.2 Synchronisation Algorithms

In this work, we have investigated the effect of synchronisation errors on the
performance of multicarrier systems, but we have not specified the operation of
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the synchronisation algorithms that provide the carrier and timing recovery.

In the case of OFDM, several algorithms for carrier and timing recovery
have been proposed and analysed in the open literature. Basically, two classes
of algorithms exist. The algorithms of the first class require some redundancy of
the transmitted OFDM blocks (occasionally, OFDM blocks must be repeated)
[Moo94], [Sch97], or the transmission of pilot symbols (that are known to the
receiver) [War93], [Ste98a]. The algorithm of the second class provide carrier
and timing recovery irrespective of the data symbol sequence, by exploiting
the redundancy introduced by the cyclic prefix [vdB97]. To our knowledge,
not much research has been carried out yet with respect to synchronisation
algorithms for MC-CDMA or for other combinations of multicarrier modulation
with CDMA. It would be of interest to derive synchronisation algorithms for
these modulations and to investigate their performance. As a starting point,
adaptations of the synchronisation algorithms for OFDM could be studied.
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Appendix A

Bit Error Rate for QPSK

In this appendix, the bit error rate (BER) is derived for the case of the data
symbols belonging to a QPSK constellation. Each QPSK data symbol ali,n
has statistically independent in-phase and quadrature components (a`i,n)I and

(a`i,n)Q that each represent one information bit: a`i,n = (a`i,n)I + j(a`i,n)Q. The
bit error rate for QPSK is given by

BER =
1

2

[
Pr
(
(â`i,n)I 6= (a`i,n)I

)
+ Pr

(
(â`i,n)Q 6= (a`i,n)Q

)]
(A.1)

where Pr(x) is the probability of the event x.

Taking into account the QPSK decision rule illustrated in figure A.1, the
probability that the in-phase component of the data symbol was detected in-
correctly when the in-phase component of the transmitted data symbol equals
(a`i,n)I =

√
2/2 is given by

Pr

(
(â`i,n)I 6= (a`i,n)I

∣∣∣(a`i,n)I = +

√
2

2

)
= Pr

(
Re(z`i,n) < 0

∣∣∣(a`i,n)I = +

√
2

2

)

(A.2)
where z`i,n is given by (2.58). The sample z`i,n can be decomposed into a useful

component, interference and noise. The coefficient of the useful component s`i,n
is decomposed into an average component E[s`i,n] and a zero-mean fluctuation

∆s`i,n = s`i,n − E[s`i,n], i.e. the self-interference.

z`i,n = a`i,nE[s`i,n] + a`i,n∆s`i,n + Int`i,n +W `
i,nσ

`
i,n (A.3)

In (A.3), the average useful component, the self-interference, the interference
component and the noise component are uncorrelated. The noise component
W `
i,nσ

`
i,n is uncorrelated with all transmitted symbols, from which it follows

that the noise contribution is uncorrelated with the average useful component,

221



222 APPENDIX A. BIT ERROR RATE FOR QPSK

Figure A.1: Decision rule

the self-interference and the interference component. The interference compo-
nent Int`i,n consists of all contributions of symbols other than the considered

symbol a`i,n (ISI and MUI) and is therefore uncorrelated with the contributions
that contain the considered symbol, as all transmitted symbols are assumed
to be uncorrelated. Furthermore, the interference component has uncorrelated
real and imaginary parts each having the same variance, as the in-phase and
quadrature components of the associated data symbols are independent and
have identical variance. It follows from the definition of ∆s`i,n that the self-
interference component is uncorrelated with the average useful component.

In the following, we assume that the average coefficient E[s`i,n] of the useful
component is real and positive. This is accomplished by a proper selection of the
vector b`i,n at the receiver (see figure 2.21). Considering (A.3) the probability
(A.2) yields

Pr

(
(â`i,n)I 6= (a`i,n)I

∣∣∣(a`i,n)I = +

√
2

2

)
= Pr

(√
2

2
E[s`i,n] +

√
2

2
Re(∆s`i,n)

−(a`i,n)QIm(∆s`i,n) +Re(∆Int`i,n) +Re(W `
i,nσ

`
i,n) < 0

∣∣∣(a`i,n)I =

√
2

2

)
(A.4)

As (a`i,n)Q has zero mean, the quantities
√

2
2 Re(∆s

`
i,n) and (a`i,n)QIm(∆s`i,n) are

uncorrelated. Assuming the quantity Re(z`i,n) can be modelled as a Gaussian

variable with average mI and variance σ2
I , the probability (A.4) can be written

as

Pr

(
(â`i,n)I 6= (a`i,n)I

∣∣∣(a`i,n)I = +

√
2

2

)
= Q

(
mI

σI

)
(A.5)
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where

mI =

√
2

2
E[s`i,n]

σ2
I =

1

2
E
[(
Re(∆s`i,n)

)2]
+

1

2
E
[(
Im(∆s`i,n)

)2]

+ E
[(
Re(∆Int`i,n)

)2]
+ E

[(
Re(W `

i,nσ
`
i,n)
)2]

(A.6)

and Q(x) is the complementary error function

Q(x) =

∫ +∞

x

1√
2π
e−

z2

2 dz (A.7)

The assumption that the quantity Re(z`i,n) can be modelled as a Gaussian vari-

able holds only when the quantity σ`i,n is non-random. Furthermore, as only
small degradations of the system performance can be tolerated, the interference
contribution and the self-interference contribution must be small as compared to
the noise contribution. In this case, the disturbance of the average useful com-
ponent is dominated by the noise contribution, which is a Gaussian variable.
Therefore, the assumption that Re(z`i,n) can be modelled as a Gaussian variable

is valid for small degradations and when the quantity σ`i,n is non-random.

Now we consider the probability that the in-phase component of the data
symbol was detected incorrectly when the in-phase component of the transmit-
ted data symbol equals (a`i,n)I = −

√
2/2 . Following the same reasoning as for

the case of (a`i,n)I =
√

2/2 , this probability yields

Pr

(
(â`i,n)I 6= (a`i,n)I

∣∣∣(a`i,n)I = −
√

2

2

)
= Pr

(
−
√

2

2
E[s`i,n]−

√
2

2
Re(∆s`i,n)

−(a`i,n)QIm(∆s`i,n) +Re(∆Int`i,n) +Re(W `
i,nσ

`
i,n) > 0

∣∣∣(a`i,n)I = −
√

2

2

)

= Q

(
mI

σI

)
(A.8)

From (A.5) and (A.8) it follows that the conditional probabilities that the in-
phase component was detected incorrectly are equal. Hence,

Pr
(
(â`i,n)I 6= (a`i,n)I

)
= Q

(
mI

σI

)
(A.9)

A similar analysis can be done for the probability that the quadrature com-
ponent of the data symbol was detected incorrectly. We obtain

Pr
(
(â`i,n)Q 6= (a`i,n)Q

)
= Q

(
mQ

σQ

)
(A.10)
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where

mQ = mI =

√
2

2
E[s`i,n]

σ2
Q =

1

2
E
[(
Re(∆s`i,n)

)2]
+

1

2
E
[(
Im(∆s`i,n)

)2]

+ E
[(
Im(∆Int`i,n)

)2]
+ E

[(
Im(W `

i,nσ
`
i,n)
)2]

(A.11)

The interference term Int`i,n and the noise term σ`i,nW
`
i,n have uncorrelated

real and imaginary parts with equal same variances. Considering E[|x|2] =
E[(Re(x))2] + E[(Im(x))2], the variances σ2

I and σ2
Q are equal and yield

σ2
I = σ2

Q =
1

2

(
E
[∣∣∆s`i,n

∣∣2
]

+ E
[∣∣∆Int`i,n

∣∣2
]

+
(
σ`i,n

)2
E
[∣∣∆W `

i,n

∣∣2
])

(A.12)

From (A.8), (A.10) and (A.11) it follows that the probability of an erroneous
detection of the in-phase component is equal to the probability of an erroneous
detection of the quadrature component. Hence, the bit error rate (A.1) yields

BER`i,n = Q
(√

SNR`i,n

)
(A.13)

where the signal-to-noise ratio is defined as

SNR`i,n =

∣∣E[s`i,n]
∣∣2

N0

(
σ`i,n

)2
+ E

[∣∣∆s`i,n
∣∣2
]

+ E
[∣∣∆Int`i,n)

∣∣2
] (A.14)

In (A.14), we have made use of E[|W `
i,n|2] = N0.



Appendix B

Square-Root Raised-Cosine
Filter

In this work, it is assumed that the transmit filter P (f) is a Nyquist filter with
respect to the time interval T , i.e. the transmit pulse p(t) satisfies (2.3). The
receiver filter is matched to the transmit filter. The cascade of the transmit filter
and the receiver filter has an impulse response g(t) and its Fourier transform is
G(f) = |P (f)|2. These filters can be implemented as square-root raised-cosine
filters with rolloff α, i.e. P (f) =

√
G(f) exp(jΨ(f)), where Ψ(f) is an arbitrary

phase function and G(f) is given by (see also figure B.1):

G(f) =





T |f |T ≤ 1−α
2

T
2

(
1− sin

(
π
α

(
|f |T − 1

2

)))
1−α

2 ≤ |f |T ≤ 1+α
2

0 otherwise

(B.1)

The corresponding impulse response yields

g(t) =
sin πt

T
πt
T

cos παtT

1−
(

2αt
T

)2 (B.2)

It is easily verified that the first order derivative g′(t) at the instants t = nT
and the second order derivative g′′(t) at the instant t = 0 are given by

g′(nT ) =

{
0 n = 0
π
T

cosπn
πn

cosπαn
1−(2αn)2 n 6= 0

(B.3)

g′′(0) = −(2π)2

∫ +∞

−∞
f2G(f)df = − 1

T 2

(
π2

3
+ α2(π2 − 8)

)
(B.4)
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Figure B.1: Raised-cosine transfer function

Furthermore, the following expression is valid for the raised-cosine filter:

+∞∑

n=−∞
T 2|g′(nT )|2 = (2π)2T 2

∫ +∞

−∞
dfG(f)

∫ +∞

−∞
df ′f ′G∗(f ′)

+∞∑

n=−∞
ej2π(f−f ′)nT

= (2π)2T

+∞∑

n=−∞

∫ +∞

−∞
dff

(
f +

n

T

)
G(f)G∗

(
f +

n

T

)

=
π2

3
+ α2(π2 − 8)− απ2

2
(B.5)



Appendix C

Moments of Spreading
Sequences

C.1 Introduction

In this work, the systems that make use of spreading sequences have a struc-
ture as shown in figure C.1. The data symbol ai,` of user ` is spread using the
spreading sequence ci,` = (1/

√
Nc)[ciNc,` . . . ciNc+Nc−1,`]

T . The number Nc of
chips per symbol is called the spreading factor. The resulting sequence ci,`ai,`
is applied to a linear transformation Ttr,i,` (2.1) that converts the spread data
symbol into a block of Ms samples si,`. The discrete-time sequence si,` is trans-
mitted over the equivalent channel (see figure 2.17) with discrete time impulse
response heq,`(k; iMs + m) (2.22). The sum of the different user signals is dis-
turbed by additive white Gaussian noise (AWGN) wi,` (see (2.24) and (2.30)).
The resulting sequence vi,` is applied to the receiver, that consists of a linear
transformation Bi,`, converting a block of Ms samples vi,` into a block of Nc
samples. The receiver correlates the outputs of the linear transformation Bi,`

with the spreading sequence ci,` of the considered user. The sample zi,` at the
input of the decision device, used to make a decision about the transmitted data
symbol ai,`, is given by

zi,` =
+∞∑

i′=−∞

Nu∑

`′=1

ai′,`′Ii,i′,`,`′ +Wi,` (C.1)

where Wi,` is the contribution from the AWGN, i.e., Wi,` = c†i,`Bi,`wi,` and

Ii,i′,`,`′ =
1

Nc

Nc−1∑

n,n′=0

c∗iNc+n,`ci′Nc+n′,`′A
(`,`′)
iNc+n,i′Nc+n′ (C.2)
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Figure C.1: Block diagram of a system using spreading sequences

The quantity A
(`,`′)
iNc+n,i′Nc+n′ is the transfer matrix taking into account the linear

transformation Ttr,i,` at the transmitter, the dispersive channel including the
synchronisation errors heq,`(k; iMs + m) and the linear transformation matrix
Bi,` at the receiver. This yields

A
(`,`′)
iNc+n,i′Nc+n′ =

[
Bi,` (Heq)

`′

i,i′ Ttr,i′,`′

]
n,n′

(C.3)

where [(Heq)
`′
i,i′ ]m,m′ = heq,`′((iMs+m)−(i′Ms+m′); iMs+m) is the Ms×Ms

matrix consisting of the discrete-time impulse response of the channel including
the synchronisation errors. The quantities (C.3) can be viewed as random vari-
ables because of the presence of random synchronisation errors and/or a fading
channel.

The samples zi,` (C.1) can be decomposed into a useful component si,`ai,`
(i′ = i, `′ = `), intersymbol interference ISIi,` (i′ 6= i, `′ = `), multiuser in-
terference MUIi,` (`′ 6= `) and additive noise Wi,`. The coefficient si,` of the
useful component can be further decomposed into an average useful contribu-
tion E[si,`] and a zero-mean fluctuation ∆si,` = si,` −E[si,`] about its average,
i.e., the self-interference. Considering the data symbols are uncorrelated and
have a unit-average energy, i.e., E[ai,`a

∗
i′,`′ ] = δi,i′δ`,`′ , the average useful com-

ponent and the powers of the self-interference, the intersymbol interference, the
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multiuser interference and the noise yield

E[si,`] =
1

Nc

Nc−1∑

n,n′=0

E
[
A

(`,`)
iNc+n,iNc+n′

]
E
[
c∗iNc+n,`ciNc+n′,`

]

E
[
|∆si,`|2

]
=

1

N2
c

Nc−1∑

n,n′=0

Nc−1∑

k,k′=0

E
[
A

(`,`)
iNc+n,iNc+n′

(
A

(`,`)
iNc+k,iNc+k′

)∗]
·

E
[
c∗iNc+n,`ciNc+n′,`ciNc+k,`c

∗
iNc+k′,`

]

−
∣∣∣∣

1

Nc

Nc−1∑

n,n′=0

E
[
c∗iNc+n,`ciNc+n′,`

]
E
[
A

(`,`)
iNc+n,iNc+n′

] ∣∣∣∣
2

E
[
|ISIi,`|2

]
=

+∞∑

i′=−∞;i′ 6=i

1

N2
c

Nc−1∑

n,n′=0

Nc−1∑

k,k′=0

E
[
A

(`,`)
iNc+n,i′Nc+n′

(
A

(`,`)
iNc+k,i′Nc+k′

)∗]
·

E
[
c∗iNc+n,`ci′Nc+n′,`ciNc+k,`c

∗
i′Nc+k′,`

]

E
[
|MUIi,`|2

]
=

+∞∑

i′=−∞

Nu∑

`′=1;`′ 6=`

1

N2
c

Nc−1∑

n,n′=0

Nc−1∑

k,k′=0

E
[
A

(`,`′)
iNc+n,i′Nc+n′

(
A

(`,`′)
iNc+k,i′Nc+k′

)∗]
·

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]

E
[
|Wi,`|2

]
=

1

Nc

Nc−1∑

n,n′=0

E[w̃iNc+n,`w̃
∗
iNc+n′,`′ ]E

[
c∗iNc+n,`ciNc+n′,`

]
(C.4)

We observe in (C.4) that the average useful component and the powers of the
noise and the interference depend on two types of moments of the used spreading
sequences. Moreover, it is clear that when the spreading factor Nc increases, the
computation complexity of these terms, hence the SNR (2.59), rapidly increases.
For computational purposes, it is desirable that the averages over the sequences
in (C.4) are approximated by simple expressions. These approximations depend
on the specific type of sequence that is used. In the following, we separately
consider Walsh-Hadamard sequences, random sequences and overlay sequences,
which are a combination of Walsh-Hadamard sequences and random sequences.
For each of these types of sequences, we present expressions for the moments of
the spreading sequences. Simulations are carried out to investigate the accuracy
of the expressions.

C.2 Orthogonal Sequences

In this section, we consider the case of Walsh-Hadamard (WH) sequences. We
assume the assignment of the WH sequences to the different users does not
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change from one symbol interval to the next, i.e., all symbols of a user are
spread with the same WH sequence. In this case, the chips are independent
of the symbol index i: ciNc+n,` = WHn,` (2.24). As the assignment of the
spreading sequences to the different users does not change from one symbol
interval to the next, the performance of the user may depend on the sequence
that is assigned to that user. Furthermore, the WH sequences contain no random
components. Hence, the averaging over the chips in (C.4) can be omitted.

In the following, we introduce randomness by assuming that each of the
Nc WH sequences can be assigned with a probability 1/Nc to the first user,
each of the remaining Nc − 1 WH sequences can be assigned with a probability
1/(Nc − 1) to the second user, and so on. The resulting expressions (C.4) then
become averages (over all users) of the expressions (C.4) for non-random WH
sequences; the former expressions (that do not depend on the user index) will be
used as approximation for the latter expressions, for any index. The moments
of the chip sequences (averaging over all users) yield

E
[
c∗iNc+n,`ciNc+n′,`

]
=

1

Nc

Nc−1∑

m=0

WHn,mWHn′,m (C.5)

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]
= (C.6)

{
1

Nc(Nc−1)

∑Nc−1
m=0

∑Nc−1
m′=0;m′ 6=mWHn,mWHn′,m′WHk,mWHk′,m′ `′ 6= `

1
Nc

∑Nc−1
m=0 WHn,mWHn′,mWHk,mWHk′,m `′ = `

Considering the symmetry of the Hadamard matrix Hγ (2.42) and the orthog-
onality of the WH sequences, the average (C.5) reduces to

E
[
c∗iNc+n,`ciNc+n′,`

]
= δn,n′ (C.7)

Hence, the average useful component and the noise power in (C.4) yield

E[si,`] =
1

Nc

Nc−1∑

n=0

E
[
A

(`,`)
iNc+n,iNc+n

]

E
[
|Wi,`|2

]
=

1

Nc

Nc−1∑

n=0

E[
∣∣w̃iNc+n,`

∣∣2] (C.8)

For `′ 6= `, the sum (C.6) can be written as

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]
= (C.9)

1

Nc(Nc − 1)

( Nc−1∑

m,m′=0

WHn,mWHn′,m′WHk,mWHk′,m′

−
Nc−1∑

m=0

WHn,mWHn′,mWHk,mWHk′,m

)
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As the WH sequences are orthogonal, the first term in (C.9) reduces to

Nc−1∑

m,m′=0

WHn,mWHn′,m′WHk,mWHk′,m′ = N2
c δn,n′δk,k′ (C.10)

The second term in (C.9) equals the sum for `′ = ` in (C.6) and is a very
complicated function of n, n′, k and k′. In the following, we approximate this
sum by

1

Nc

Nc−1∑

m=0

WHn,mWHn′,mWHk,mWHk′,m ≈ δn,kδn′,k′ + δn,n′δk,k′ − δn,n′,k,k′

(C.11)
where δn,n′,k,k′ = δn,n′δk,k′δn,k. In the simulations, it will be shown that the
approximation (C.11) gives rise to very accurate results for the MUI power,
while for the SI and the ISI power, this approximation yields a result of the
same order as the actual SI and ISI power. Using (C.11), (C.6) reduces to

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]
≈ (C.12)

{
δn,kδn′,k′ − 1

Nc−1 (δn,n′δk,k′ − δn,n′,k,k′) `′ 6= `

δn,kδn′,k′ + δn,n′δk,k′ − δn,n′,k,k′ `′ = `

Hence the SI power, the MUI power and the ISI power (C.4) can be written as
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(
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(C.13)
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C.3 Random Sequences

In this section, an expression for the averages over the chips for the case of the
random sequences is presented, and the corresponding average useful component
and the powers of the interference and the noise are given. Considering the chips
are statistically independent, the moments in (C.4) yield

E
[
c∗iNc+n,`ciNc+n′,`

]
= δn,n′ (C.14)

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]
= (C.15)

{
δn,kδn′,k′ `′ 6= `

δn,kδn′,k′ + δi,i′(δn,nδk,k′ − δn,n′,k,k′) `′ = `

from which it follows that the average useful component, the powers of the
self-interference, the MUI power, the ISI power and the noise power from (C.4)
reduce to

E[si,`] =
1

Nc
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n

E
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A
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E
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E
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c
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∣∣2] (C.16)

C.4 Overlay Sequences

In this section, an expression is presented for the averages over the chips in the
case of overlay sequences. The overlay sequence (2.44) consists of the product
of a real-valued non-random WH sequence {WHn,`}, that is assigned to a user
`, and a complex-valued random sequence {PNiNc+n} (e.g., a complex-valued
pseudo-noise sequence), that is the same for all users:

ciNc+n,` = WHn,`PNiNc+n (C.17)



C.4. OVERLAY SEQUENCES 233

The random sequence is statistically independent of the orthogonal sequence.
Hence, the averages over the chips can be written as

E
[
c∗iNc+n,`ciNc+n′,`

]
= E

[
PN∗iNc+nPNiNc+n′

]
E [WHn,`WHn′,`] (C.18)

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]
= (C.19)

E
[
PN∗iNc+nPNi′Nc+n′PNiNc+kPN

∗
i′Nc+k′

]
·

E [WHn,`WHn′,`′WHk,`WHk′,`′ ]

Considering the averages over the chips for the random sequences (C.14), the
average (C.18) yields

E
[
c∗iNc+n,`ciNc+n′,`

]
= δn,n′ (C.20)

Hence, the average useful component and the noise power in (C.4) yield

E[si,`] =
1

Nc

Nc−1∑

n=0

E
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A

(`,`)
iNc+n,iNc+n

]

E
[
|Wi,`|2

]
=

1

Nc

Nc−1∑

n=0

E[
∣∣w̃iNc+n,`

∣∣2] (C.21)

Furthermore, considering the random character of the chips {PNiNc+n} and
the approximation found in (C.12) for the WH sequences, the average over the
chips in (C.19) can be written as

E
[
c∗iNc+n,`ci′Nc+n′,`′ciNc+k,`c

∗
i′Nc+k′,`′

]
≈ (C.22)

{
δn,kδn′,k′ − 1

Nc−1δi,i′(δn,n′δk,k′ − δn,n′,k,k′) `′ 6= `

δn,kδn′,k′ + δi,i′(δn,n′δk,k′ − δn,n′,k,k′) `′ = `
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Hence, the self-interference power (C.4), the MUI power and the ISI power (C.5)
yield
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(C.23)

C.5 Simulation Results

To investigate the accuracy of the expressions (C.12), (C.15) and (C.23), a
number of simulations are carried out. For the simulations, we consider a MC-
CDMA system. The transmit and receiver filter are square-root raised cosine
filters with rolloff α = 0. The spreading factor Nc is chosen equal to the number
of carriers. For all users, we consider the same time-invariant channel with
exponentially decaying impulse response profile with parameter a = 0.5T :

hch(t) =

{√
2ae−at t ≥ 0

0 t < 0
(C.24)

We consider the case of no cyclic prefix (ν = 0). Furthermore, it is assumed that
all signals are synchronised, i.e., the signals are not disturbed by synchronisation
errors. In addition, we assume that the signals at the receiver transmitted by
the different users have the same signal energy. No equaliser is present, i.e.,
(g`i,n)k = 1 (2.51). In this case, we can concentrate on the effect of the sequences
only. A simulation point represents the total interference power corresponding
to a given assignment of sequences to the users; different simulation points
correspond to different assignments.

Figures C.2(a)-(c) show the total interference power, which is the sum of the
SI power, the MUI power and the ISI power, as function of the spreading factor
Nc for the maximum load, i.e., the number Nu of active users equals Nc. From
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the figures C.2(a)-(c), we observe that the fluctuation of the simulation results
about their average is small, i.e., the simulation results only slightly deviate from
their average. Furthermore, the average over the simulations and the total inter-
ference power obtained with expressions (C.13), (C.16) and (C.23) for the WH,
the random and the overlay sequences, respectively, well correspond. Hence, the
expressions (C.13), (C.16) and (C.23) yield a very accurate approximation for
the actual total interference power. Furthermore, we observe from the figures
C.2(a)-(c) that for an increasing spreading factor the total interference power
for the maximum load becomes essentially independent of the spreading factor,
in which case the interference power per user is inversely proportional to the
spreading factor.

In figures C.3(a)-(c), the total interference power is shown as function of the
load Nu/Nc. For the WH sequences and the overlay sequences (figures C.3(a)
and C.3(c)), we observe that for a decreasing load, i.e., when the number of
active users decreases, the simulation results strongly depend on the considered
sequences. The average over the simulation results, however, agrees with the
total interference power obtained with (C.13) and (C.23). The fluctuation of the
simulation results about their average is smaller for the overlay sequences than
for the orthogonal sequences, as the multiplication with the random sequences in
the case of overlay sequences slightly mitigates the dependency of the used WH
sequences. In the case of the random sequences (figure C.3(b)), the fluctuation
of the simulation results about their average is very small. Furthermore, the
correspondence between the average of the simulations and the interference
power of (C.16) is very good.

The total interference power in the case of a single active user (SI + ISI,
no MUI is present) is shown in figures C.4(a)-(c) as function of the spreading
factor. In the case of the WH sequences, the simulation results strongly depend
on the considered sequence. The average over the simulation results differs from
the interference power in (C.13): the approximation (C.11) is not accurate for
the sum of the SI and the ISI power, but yields a similar order of magnitude.
However, comparing the total interference power levels from figure C.4(a) (SI +
ISI) with those from figures C.2(a) and C.3(a) (SI + ISI + MUI), it is clear that
the sum of the SI and the ISI power is negligible as compared to the MUI power
when the load is sufficiently high. Hence, the approximation (C.11) gives rise
to accurate results when the load is sufficiently high. For the random sequences
(figure C.4(b)) and the overlay sequences (figure C.4(c)), the fluctuation of the
simulation results about their average is very small. Furthermore, the average
over the simulations agrees with the interference power from (C.16) and (C.23).
As expected, the interference power (SI + ISI) is inversely proportional with
the spreading factor. Considering these simulation results, we observe that the
fluctuation of the simulation results about their average is small when the load
is sufficiently high. Furthermore, the average over the simulations agrees with
the total interference power obtained with (C.13), (C.16) and (C.23) for the
WH, the random and the overlay sequences, respectively. We conclude that the
expressions (C.13), (C.16) and (C.23) provide accurate approximations of the
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actual total interference power when the load is sufficiently high.



C.5. SIMULATION RESULTS 237

Figure C.2: Total interference power as function of the spreading factor for the
maximum load, (a) orthogonal sequences, (b) random sequences, (c) overlay
sequences.



238 APPENDIX C. MOMENTS OF SPREADING SEQUENCES

Figure C.3: Total interference power as function of the load for Nc = 64, (a)
orthogonal sequences, (b) random sequences, (c) overlay sequences.
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Figure C.4: Total interference power for one active user as function of the
spreading factor, (a) orthogonal sequences, (b) random sequences, (c) overlay
sequences.
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Appendix D

Multicarrier Systems

D.1 Sufficient Cyclic Prefix Length

In this section, the relation between the sequence at the input of the IFFT at
the transmitter side and the sequence at the output of the FFT at the receiver
side of a multicarrier communication system is derived assuming a sufficient
cyclic prefix length, i.e., the duration of the channel impulse response does not
exceed the duration of the cyclic prefix. The block diagram of the multicarrier
system is shown in figure D.1.

The N components of the input sequence x(i) = [xi,0 . . . xi,N−1]T modulate
the orthogonal carriers. To cope with the channel dispersion, each transmitted
FFT frame is cyclically extended with a cyclic prefix, resulting in the time-
domain sequence of length N + ν, s(i) = [si,−ν . . . si,N−1]T

s(i) =

(
0 Iν

IN

)
Fx (D.1)

where

Fk,n =
1√
N
ej2π

kn
N , k, n = 0, . . . , N − 1 (D.2)

is the matrix corresponding with the inverse FFT and IM is the identity matrix
of order (M ×M). The transmitted samples are fed to a composite channel
filter with impulse response g(t) and Fourier transform G(f). Disregarding the
additive noise, the signal at the receiver is given by

r(t) =
N−1∑

k=−ν

+∞∑

i=−∞
si,kg(t− (k + i(N + ν))T ) (D.3)

Without loss of generality, we can restrict our attention to the frame i = 0.
In the following the index i is dropped. Evaluating the received signal in the

241
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Figure D.1: Block diagram of a multicarrier structure.

interval [0, NT ], it is clear from figure D.2 that for the case of a sufficient
cyclic prefix length (i.e., g(t) = 0 for t < 0 or t > νT ), the other transmitted
frames cause no interference. The signal (D.3) is sampled at the instants mT
(m = 0, 1, . . . , N − 1) resulting in the N samples r = [r0 . . . rN−1]T

r =
(

0 IN
)
Γs (D.4)

where Γk,k′ = g((k−k′)T ) is the matrix containing the samples of the composite
channel impulse response g(t). From (D.1) and (D.4) it follows that the samples
rm (for m = 0, 1, . . . , N − 1) yield

rm =

+∞∑

k=−∞
skg((m− k)T )

=
1√
N

N−1∑

n=0

xn

∫ +∞

−∞
dfG(f)ej2πmfT

+∞∑

k=−∞
ej2πk(

n
N−fT)

=
1√
N

N−1∑

n=0

xne
j2π nmN Gn (D.5)

where Gn is the folded channel transfer function evaluated at the carrier fre-
quency n/NT :

Gn =
1

T

+∞∑

`=−∞
G

(
n

NT
+
`

T

)
(D.6)

The samples rm are demodulated using the FFT, which results in the samples
y = [y0 . . . yN−1]T given by

y = F†r (D.7)

where F† is the Hermitian of the matrix F (D.2). Substituting (D.4) and (D.1)
into (D.7), we obtain

y = Dx (D.8)

where

D = F†
(

0 IN
)
Γ

(
0 Iν

IN

)
F (D.9)

Assuming a sufficient cyclic prefix length, D reduces to a diagonal matrix con-
taining the folded channel transfer function evaluated at the carrier frequencies,
Dn,n′ = Gnδn,n′ (n, n′ = 0, . . . , N − 1).
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Figure D.2: The multicarrier signal.

A similar analysis can be done for a linear time-varying composite channel
filter g(t; τ) with Fourier transform with respect to the time variable t G(f ; τ).
The signal at the receiver is now given by

r(t) =

N−1∑

k=−ν

+∞∑

i=−∞
si,kg(t− (k + i(N + ν))T ; t) (D.10)

Considering the same assumptions as for the linear time-invariant filter, it is
found that for a sufficient cyclic prefix length the samples rk outside the cyclic
prefix at the input of the FFT are given by

rk =
1√
N

N−1∑

n=0

xne
j2π nkN Gn(kT ), k = 0, 1, . . . , N − 1 (D.11)

where Gn(kT ) is the folded channel transfer function of the linear time-varying
filter at the instant kT evaluated at the carrier frequency n/NT .

Gn(kT ) =
1

T

+∞∑

`=−∞
G

(
n

NT
+
`

T
; kT

)
(D.12)

D.2 MMSE Filter

In this section, the MMSE filter for optimum detection and the corresponding
receiver structure are derived for a multicarrier system with a cyclic prefix.
Considering the demodulation of one FFT frame, it follows from (D.7) that the
samples at the output of the FFT are given by

y = Dx + n (D.13)

where n = [n0 . . . nN−1]T is the vector of the additive noise samples and D is
given by (D.9). The MMSE filter H0 that minimises the mean-square error
E[|H0y − x|2], is given by

H0 = E[xydagger]E[yydagger]−1

= RxD
† (DRxD

† + Rn

)−1
(D.14)

where Rx = E[xx†] and Rn = E[nn†] are the autocorrelation matrices of
the input samples x and the noise samples n, respectively. A closed form of
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Figure D.3: MMSE receiver structure for a sufficient cyclic prefix length.

(D.14) is difficult to obtain, except for the maximum load, i.e., when all carriers
are modulated. Taking into account that FF† = IN , assuming additive white
Gaussian noise with psd N0 (Rn = N0IN ) and uncorrelated zero-mean input
samples with variance E[x2

i ] = σ2
x, the MMSE filter simplifies to

H0 = σ2
xD
†
(
σ2
xDD† +N0IN

)−1

(D.15)

from which it follows that the receiver applies the FFT outputs to a N × N
matrix filter H0.

For a sufficient cyclic prefix length, it follows from (D.9) that the matrix
product D reduces to a diagonal matrix. In this case, the matrix filter H0 also
reduces to a diagonal matrix with diagonal elements

hn =
σ2
xG
∗
n

σ2
x|Gn|2 +N0

(D.16)

The corresponding receiver structure consists of an FFT followed by one-tap
equalisers that scale and rotate the FFT outputs, as shown in figure D.3.
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