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We consider a binary classification problem where the input data are two-dimensional. The

table below shows the first five examples in the training set.

Example | 1 | x5 | Class
1 10 | 20 +
2 4 115 -
3 1115 +
4 1110 -
5 5120 +

(a) Assign to the class ‘+‘ the label y = 1 and to the class ‘-’ the label y = 0. Initialize
the weight vector as w = [1,2,3]", where the first entry is for the bias term. Run the
perceptron learning rule on the five examples, with the learning rate of 1, and fill in the

following table and show your calculation:

Example | Score | Predicted class | Updated weights

Y | W I N~




(b) Now keep all the same as in (a) but use a different convention for the class labels y: for
the class ‘+” use y = 1 and for the class -’ use y = —1. Will now the perceptron learning
rule lead to different updated weights? Explain your answer and show the calculation for
the updated weights based on the first two examples from the given dataset.

The updated weights will () change (O not change

because

For Example 1:

updated weights:

For Example 2:

updated weights:

For Example 3:

updated weights:

For Example 4:

updated weights:

For Example 5:

updated weights:




2. You want to predict if movies will be profitable based on their screenplays. You hire two
critics A and B to read a script you have and rate it on a scale of 1 to 4. The critics are not
perfect; here are five data points including the critics’ scores and the performance of the movie

Movie name

A

B

Profit?

Pellet Power

Ghosts!

Pac is Bac

Not a Pizza

+[+ [+

Tt | wo| o =3k

Endless Maze

DOl DN | —

QO | | DNO|

B score

4
3
2
1

1 2 3 4

A score

(a) First, you would like to examine the linear separability of the data. Plot the data on
the 2D plane above, label profitable movies with + and non-profitable movies with - and

determine if the data are linearly separable.

(b) Now you decide to use a single-layer perceptron to classify your data. Suppose you directly
use the points given above as features. That is f; = points given by A and f; = points

given by B.

Run one pass through the data with the perceptron learning algorithm, filling out the
table below. Initialize the weights as (—1,0,0), where the first entry denotes the bias,
and set the learning rate to 1. Go through the data points in the given order using data

point #1 at step 1.

Step | Current weights

Score (show your calculation here) | Updated weights

1

O = W DN

(c) Have weights been learned that separate the data?



3. The network below is a neural network with inputs x; and x5, and outputs y; and y,. The

internal nodes are computed below. All variables are scalar values.
Note that ReLU(z) = max(0, z).

Soft-
max

The expressions for the internal nodes in the network are given here for convenience:

hy = w111 + w122 hy = wa1 1 + wWopws hs = w3171 + w322
r1 = ReLU(hy) r9 = ReLU(hy) rs = ReLU(hg)
S1=x1+711+ 1 Sg = T9 +1T9+ T3
= exp(s1) ) = exp(s2)

exp(sy) + exp(sz) exp(sy) + exp(s2)

(a) Forward Propagation: Suppose for this part that
I = 37 To = 5, w11 = —]_07 W12 = 7, W91 = 2, Woo = 57 W31 = 4, W3y = —4.

What are the values of the following internal nodes? Please simplify any fractions.
(1) h =
(2) s1 =
(3) y2 =
(b) Back Propagation: Compute the following gradients analytically. The answer should
be an expression of any of the nodes in the network (x1, o, hy, he, hg, 1,72, 73, S1, S2, Y1, Y2)
or weights wyy, wia, War, Wog, w3y, wse. In the case where the gradient depends on the

value of nodes in the network, please list all possible analytical expressions, caused by
active/inactive ReLU, in form of a set {...}.

th . 87"3 . 881 .
(1) axl - (3) awgl - (5) aml -
8h1 o 881 . 8y2 .
(2) 8w21 n (4> 87“1 N (6> 852 N



4. You are asked to classify the following datasets:
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Figure 1: Dataset 1 Figure 2: Dataset 2

Using the given features and the specified dataset, which model(s) can achieve a training
accuracy of 17

(i) Dataset 1: X7, Xo
[ Single-layer perceptron
[J Logistic regression
[ Neural network
(O None of the above

(i) Dataset 2: X, Xo
[J Single-layer perceptron
[ Logistic regression
[J Neural network
O None of the above

(i) Dataset 2: X1, Xo, X1X5
[J Single-layer perceptron
[ Logistic regression
[J Neural network
O None of the above

(i) Dataset 2: X;, Xy, X7, X3
[ Single-layer perceptron
[ Logistic regression
[ Neural network
(O None of the above



5. A neural network is presented below. o(z) =

1

Wy

by

wy

14e—2

eac

er+1

and tanh(x) =

e2r—1
e2r41"

() )+)
e (4]

b

f(x)

w

Which of the following statements are correct about this neural network? Mark all that apply.

]

]

O

With sufficient amount of data, this neural network can accurately approximate the func-
tion f(z) = sin(x).

A deeper neural network is better at expressing complicated functions than this neural
network.

Adding an extra “+” node with bias by before (to the left of) the “x” node with coefficient
wy expands the set of functions this neural network can represent.

None of the above.

6. [Old exam question| Assuming that any network configuration is possible, which of the three
shown activation functions will allow fitting the functions specified below, with an arbitrary
small error e:

Activation A

e 10
-
- o

Activation B Activation C

f(z) =sinzx

|:| A |:| B |:| C O None
1, if < -1

fle)=< -z, if —1<2<-0
0, otherwise

|:| A |:| B |:| C (O None

(i) f() =1
|:| A |:| B |:| C (O None



