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What is Machine Learning (ML)?

“Learning is any process by which a system improves performance from experience.”
– Herbert Simon

“Machine learning is the science of getting computers to act without being explicitly
programmed.”

– Andrew Ng

Definition by Tom Mitchell (1998):
Machine Learning is the study of algorithms that

improve their performance P

at some task T

with experience E.

A well-defined learning task is given by < P, T,E >

A. Pizurica, E016350 Artificial Intelligence (UGent) Fall 2024 Introduction: Fundamental ML concepts 2 / 28



Why learning?

We need machine learning when

We cannot anticipate all possible situations that the agent might face

We cannot anticipate all changes over time

Human expertise does not exist (navigating on Mars)

Humans can’t explain their expertise – programmers don’t know how to program
a solution themselves (e.g., speech recognition, face recognition)

Models must be customized (e.g. personalised medicine); huge amounts of data
(e.g., genomics) ...
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Relations to human learning

Human learning is:
I Very data efficient
I An entire multitasking system (vision, language, motor control, etc.)
I Can be quick but can also take years

Machine learning doesn’t have to look like human learning
I It may borrow ideas from biological systems, e.g., neural networks
I Doesn’t need to “duplicate” our brain and our reasoning process

F Think of aerodynamics: we don’t make air planes to fly exactly as pigeons!

It may perform better or worse than humans.

Slide based on: R. Grosse C. Maddison J. and Bae S. Pitis: Introduction to Machine Learning, University Toronto
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Feedback in learning

Unsupervised learning
I Learning patterns without explicit feedback supplied
I Example: clustering – identify potentially useful clusters of data samples that can

correspond to different “classes”

Supervised learning = learning from examples
I Learning a function that maps input to output based on available (observed)

input-output pairs (Correct answers for each instance)

Semi-supervised learning
I A few labeled samples available and a large collection of unlabeled ones
I Learn from geometry of unlabeled samples and use the labeled ones to improve the

learning

Reinforcement learning
I Learning from a series of reinforcements – rewards and punishments
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Unsupervised learning – clustering

Example: motion segmentation:

E. Elhamifar and R. Vidal: Sparse Subspace Clustering: Algorithm, Theory, and Applications, IEEE Trans. Pattern Anal. Mach. Intell. 2013
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Supervised learning
Consider the case of classifying objects into two linearly separable classes, based on
two attributes (two input features).

the optimal decision boundary is determined based on the available labeled
samples (examples of input-output pairs)
input = feature vector; output = class ’+1’ or ’-1’
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Semi-supervised learning

Labelled data are often scarce. Unlabelled data are typically abundant

With few labelled samples it is difficult to determine reliably the decision boundary.

Making use of the unlabelled data, the ambiguity is reduced and more reliable
classification reached.
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Reinforcement learning

https://www.mathworks.com/help/reinforcement-learning/ug/what-is-reinforcement-learning.html

Beyond this course (included in the 6-credit version)
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Supervised learning (a.k.a.inductive learning)

Simplest form: learn a function from examples
f is the target function

An example is a pair x, f(x), e.g.,

O O X

X

X

, +1

Problem: find a hypothesis h
such that h ≈ f
given a training set of examples
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Supervised learning

Given a training set of N example input-output pairs

(x(1), y(1)), (x(2), y(2)), . . . (x(N), y(N))

where each y(j) was generated by an unknown function y = f(x), discover a function h
that approximates the true function f .

To measure the accuracy of the hypothesis h, we use a test set, which is different
than the training set

The hypothesis is good and is said to generalize well if it correctly predicts the
value of y for new examples

Intelligence is ability to predict (e.g. the next sample) and generalize to unseen
scenarios (T. Poggio & S. Smale, 2003).
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Supervised learning
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Supervised learning
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Finding hypotheses that fit data

x

f(x)

x

f(x)

x

f(x)

Ockham’s razor - The best models are simple models that fit the data well. Simpler
explanations are, other things being equal, generally better than more complex ones.
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Finding hypotheses that fit data

Bias-Variance trade-off

Large bias typically means that h fails to find pattern in the data (it’s underfitting)

Large variance – h pays too much attention pattern to particular data (overfitting)
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Overfitting and Underfitting

https://www.mathworks.com/discovery/overfitting.html

Overfitting occurs when the model is so closely aligned to the training data that it
does not generalize well. Overfitting can happen because:

The ML model is too complex; it memorizes irrelevant patterns in the training
data (including noise).

The training data size is too small for the model complexity and/or contains large
amounts of irrelevant information.
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Overfitting and Underfitting

https://www.mathworks.com/discovery/overfitting.html

Underfitting is the opposite concept of overfitting:

The model is too simple and doesn’t learn the relevant patterns in the training
data. It is unable to generalize well on the new data

An underfit model has poor performance on the training data and will result in
unreliable predictions.
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Overfitting and Underfitting

https://www.mathworks.com/discovery/overfitting.html

Overfitting and underfitting can be present in both classification and regression models.
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Overfitting and Underfitting depending on the Model Complexity

https://setscholars.net/understanding-overfitting-in-machine-learning-a-comprehensive-guide/

In modern deep learning models, we are most often concerned with overfitting
because the models are huge (e.g., hundreds of millions of parameters) and there
is often not enough data to match the model size well.

More complicated for very deep learning models (practice differs from theory)

We will return to these issues when we address regularization of ML models and
best practices in ML.
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Bias-Variance depending on the Model Complexity

Classical theory bias-variance plot
https://scott.fortmann-roe.com/docs/

BiasVariance.html

Practical behaviour observed in very deep neural networks [Yang et al, ICML 2020]

Caution: recent work calls the classical theory into question for very deep neural
networks and other over-parameterized models, for which it is often observed that
larger models generalize better

I The bias remains monotonically decreasing, but the variance is unimodal or
bell-shaped: it increases then decreases with the width of the network
Z. Yang, Y. Yu, C. You, J. Steinhardt and Y. Ma. Rethinking Bias-Variance Trade-off for Generalization of Neural Networks.
International Conference on Machine Learning (ICML) 2020.
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Some basic ML approaches: Logistic regression (next lesson)

Given a training set (x(1), y(1)), (x(2), y(2)), . . . (x(N), y(N)) where each y(j) was
generated by an unknown function y = f(x), discover a function h that approximates
the true f .
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Some basic ML approaches: Decision trees

Example: decide whether to wait for a table in a restaurant
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Some basic ML approaches: Neural networks
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Some basic ML approaches: Training deep neural networks

Minimizing cross-entropy; Maximizing log-likelihood; Mini-batch gradient descent

A. Pizurica, E016350 Artificial Intelligence (UGent) Fall 2024 Introduction: Fundamental ML concepts 24 / 28



Some basic ML approaches: Bayesian learning

Why uncertainty?
Too complex, non-deterministic, partially observable environment

Probabilistic reasoning
Knowledge representation taking into account uncertainty

Bayesian networks
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Hands on ML: Kaggle competitions
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ML in practice: Which methods are commonly used?

2019 Kaggle survey of data science and ML practitioners: Which ML algorithms do
you use on a regular basis? (Select all that apply)

Copyright: 2020 Business over Broadway
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Why learning the ML fundamentals?

Why not jump straight to courses focused on deep learning?

The principles you learn in this course will be essential to understand and apply
deep neural networks.

The techniques we will cover are still the most important ones to try for a new
machine learning problem.

I E.g., try logistic regression before building a deep neural net!
I There’s a whole world of Bayesian learning techniques.

Probabilistic reasoning is the basis for building autonomous, rational agents (e.g.,
lies at the core of reinforcement learning)

Probabilistic graphical models are at the core of deep generative models, including
deep diffusion models in DALL-E2.

Understanding well the ML fundamentals including probabilistic reasoning is
necessary for building robust and trustful AI systems of the future!
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