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Digital filter: models imperfections in the lens, form of the pixels, ...
(if aliasing appears equivalent with analogue PSF may not hold) 05.c3
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Example: linear blur

Linear blur arises e.g., due to linear motion of a camera: a given pixel
value is an aggregation of pixel intensities from points along the line of the
camera's motion.

The degradation function is in this case a box function and the resulting
spectrum is sinc function (sinc(x)=sin(x)/x)

2D-FT of the degradation

31-Point horizontal blur
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Inverse filtering...

Gy = Hk,le,l "‘% suppose noise can be neglected

A naive solution is to filter by dividing the 2-dimensional fft of the blurred
function by the reciprocal of H)

Gu/Hyy=Hy Fry/ Hiy = Fiy

This is commonly reffered to as the inverse filtering method where I/Hk’l

is the inverse filter. N A
|, \H

In practice: k —

*H, ,is low-pass = inverse filter is high-pass

*H, ,~ 0 at high frequencies
= numerical problems (division by a close-to-zero number)
—=huge amplification of noise: N/JH becomes big even for small N

Not applicable, e.g., to motion blur. Why? 15
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Pseudo inverse filtering...
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If there are few values of H, , which are close to zero then the ideal inverse
filter can be approximated with a stabilized version of 1/ HkJ

Hpinv _ 1/Hk,l if | Hk,l [>T
kd 0, otherwise
The estimated image spectrum is then

Fieg =Gy Hy, i

This works well only if few elements of / have a magnitude below the
threshold.

This filter is hence applicable only in some very specific cases
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...Pseudo inverse filtering

31-Point
horizontal blur

4% values of Hinv=0 44% values of Hinv=0 91% values of Hinv=0
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Wiener filtering

Degradation model le = Hk,ZFk,l + Nk,l

The Wiener estimate is derived from a least squared method:
. Hy*

Fk =
2
| Hy | +S,’€7’Z/S]{J

> 5!

%
Hy 1 - complex conjugate of the degradation function Hk, I
SZJ - power spectrum of the noise | Ny |2
2
S;{J - power spectrum of the noise | Fk,z |

In practice, we often use: N
A Hk,l

Fri==—e
9 2
|Hyy |7 +K

where K is an experimentally optimized constant

Giy
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Example of Wiener filtering

original

Blur+noise

after Wiener filtering
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Example of Wiener filtering

Original is first low-pass filtered with Gaussian PSF with =5, then noise is
added with standard deviation ¢, =5 resp. ¢, =10
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Example of Wiener filtering: K=1/100

For big K the filter does not sharpen the image but the noise is suppressed
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Example of Wiener filtering: K=1/500

With decreasing K the high frequencies are amplified
= sharpening, but also more noise
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Example of Wiener filtering: K=1/1000

When the noise level is smaller a better compromise can be found between
sharpening and avoiding artefacts
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Example of Wiener filtering: K=1/10000

In this case the Wiener filter is quasi-equal to the inverse filtyer and inverse filter
is instable (divisions by 0)
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Wavelet regularized deblurring (WaRD)

A common approach is to combine frequency domain deconvolution
(Wiener filter or Richardson-Lucy) with wavelet-domain denoising

Example (WaRD algorithm):

Step 1: Wiener deblurring with small K to sharpen the image

Step 2: Wavelet domain denoising to suppress the excessive
noise

ideal

Wavelet denoising

Wiener result 4
_— applied to the
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Bayesian Image restoration using MRFs

g%, ) = h(x, ) * [ (6, 1)+ 10 ) oo s

ate: f=argmax p(f|g) = argmax @(g | F)P(f)
fel fel

p(g|f) = Aexp(-> (g1~ > Iy f3)* /207)

MRF prior:  p(f) = Zexp(= 2.V (f)) = Zexp(= 2 V2 (fi» /1))

ced kD<over all pairs

of pixels
f = argmaxlog(p(g|f)P(f)) =argmi posterior
€3 fe3 energy

Ef|g)=)] @ + (A is a constant)
/

data fit term prior knowledge (context%5 16
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Bayesian Image restoration using MRFs

Image restoration using a Markov Random Field prior yields
potentially better results than Wiener filtering, provided that a-priori
model is well specified

Critical: specification of discontinuity-adaptive clique potentials

Aother problem with these approaches is computation time

05.c17
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Deblurring summary

* In cases where noise can be neglected a naive approach is
inverse filtering

« Inverse filtering does not work because it implies divisions by
small numbers (close to zero) and because it boosts noise

* In some very specific cases, pseudo-inverse filtering may work
» A good approach is Wiener filtering

» The results of the Wiener filter can be improved by using a small
regularization constant and removing extra noise by a subsequent
noise reduction filter

» Image restoration techniques employing MRF priors are powerful
but also computationally expensive
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