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Abstract

In this paper we propose a novel inference method for maximum a posteriori estimation with Markov random field prior. The central idea is to integrate a kind of joint "voting" of neighbouring labels into a message passing scheme similar to loopy belief propagation (LBP). While the LBP operates with many pairwise interactions, we formulate "messages" sent from a neighbourhood as a whole. Hence the name neighbourhood-consensus message passing (NCMP). The practical algorithm is much simpler than LBP and combines the flexibility of iterated conditional modes (ICM) with some ideas of more general message passing. The proposed method is also a generalization of the iterated conditional expectations algorithm (ICE): we revisit ICE and redefine it in a message passing framework in a more general form. We also develop a simplified version of NCMP, called weighted iterated conditional modes (WICM), that is suitable for large neighbourhoods. We verify the potentials of our methods on four different benchmarks, showing the improvement in quality and/or speed over related inference techniques.
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1. Introduction

A typical problem in image processing consists of estimating some unknown image attributes from the available image data, which are incomplete or degraded. The unknown attributes can be the noise free components of the noisy image pixels, values of disparities from a stereo pair, missing pixel values, segments of the image to which each pixel belongs etc. This problem is usually referred to as pixel-labelling: each pixel is assigned a label representing the desired attribute. Pixel-labelling usually involves Bayesian inference like maximum a posteriori (MAP) estimation with a Markov Random Field (MRF) prior [1, 10].

In these MAP-MRF labelling problems computation is typically exhaustive or even intractable due to a large number of variables and loopy structure of the graph. Classical inference algorithms include Monte Carlo Markov Chain samplers, such as Gibbs and Metropolis sampler [10], which are slow but find an optimal solution with high probability. A popular suboptimal algorithm called iterated conditional modes (ICM) [1] is a "greedy" method that reaches only a local optimum. More recent techniques involve graph cuts (GC) [7, 4] and message passing algorithms such as loopy belief propagation (LBP) [14, 21] and tree-reweighted message passing [8]. Graph cuts give optimal solution for binary MRFs and very good result for multi-label MRFs but with the limitation of being applicable without modifications to only certain class of problems [9]. An excellent overview and comparison of these and other inference methods is in [18].

Although LBP gives state-of-the-art results in the fields of error-correcting codes [6] and computer vision (stereo matching, super-resolution [5], etc.), it has been reported to fail for graphs with huge number of nodes and many short loops [12]. We propose a novel suboptimal inference algorithm that performs well also in these cases, with the robustness of ICM and with the flexibility of a more general message passing.

We call the proposed method neighbourhood-consensus message passing (NCMP) because it propagates information through the graph by sending a single "consensus" message from the neighbourhood to the central node. Similarly to ICM, the message represents a unified opinion of the whole neighbourhood about the labels of the central node. Contrasting to ICM, we also take into account additional information in the form of probabilities of all neighbouring labels that form their
"voting" for the labels of the central node. Hence, the message is a function of beliefs of the neighbouring nodes representing confidence about their own labels. The proposed approach can also be considered as a generalization of iterated conditional expectations (ICE) [13] within a message passing framework. The ICE algorithm was developed as an extension of ICM, but despite its great potentials, it is being neglected in the recent literature. We revisit this idea here and redefine it in a message passing framework which makes it suitable for generalizations and extensions. Furthermore, in this paper we develop another version of NCMP based on the same concept. We name this second method in the NCMP framework \textit{weighted iterated conditional modes (WICM)} because additional information constitutes of weights added to each of the neighbouring nodes.

Experiments show that NCMP-like methods outperform ICM, while giving in many cases better or comparable results with LBP in terms of correct labelling. The improvement is greatly noticeable for large graphs. The proposed approach can also be considered as a generalization of iterated conditional expectations (ICE) [13] within a message passing framework. The ICE algorithm was developed as an extension of ICM, but its performance is limited because it easily gets trapped in the local optimum. Despite large number of variables, our method is fast and simple to implement since it is based on local computations. Plausible result is achieved in only a few iterations. We stress that the proposed NCMP framework remains inferior to the more sophisticated LBP in more demanding applications, but achieves performance in terms of quality and/or speed for certain simpler problems, especially when they include large graphs with high connectivity. The proposed method is definitely an interesting alternative to other low-complexity methods like ICM.

The paper is organized as follows. In Section 2 we set the theoretical background by defining MRFs. We also review briefly ICM, LBP and ICE as reference algorithms. Section 3 introduces a definition of NCMP and a novel WICM as its special case. Example applications and performance comparison are given in Section 4. Finally, we conclude the paper with Section 5.

2. Background and previous work

2.1. Markov random fields

A general image model that we consider is sketched in Fig. 1. In this representation, \textit{observed nodes} represent given image data \( y \), e.g. image pixels or patches. Each observed node is connected to the corresponding \textit{hidden node}. A set of hidden nodes is denoted as vector \( x \), the elements of which can take one of \( L \) values (usually referred to as labels). Thus, \( x_i \) denotes a label of node \( i \), where \( x_i \in \{1,...,L\} \). \( x_i \) denotes a set of nodes with indices in the set \( A \). The connections between the hidden nodes model their statistical dependencies and thereby prior knowledge about the image to be encoded by a Markov random field (MRF).

The Markov property of a random field is formally
\[
P(x_i|S'_i j) = P(x_i|x_i),
\]
where \( S'_i j \) is the set of all nodes except the node \( i \) and \( \partial i \) is the neighbourhood of the node \( i \). In words, the probability of node’s label conditioned on all other labels reduces to the label’s probability conditioned on its neighbours only. The distant labels have no influence on label’s probability provided that its immediate neighbours are specified. Most often used neighbourhoods are first-order (four nearest nodes) and second-order neighbourhoods (eight nearest nodes). A set of nodes, which are all neighbours to one another, is called a \textit{clique}. It can be proved that the joint distribution of a MRF \( p(x) \) is a special case of Gibbs distribution: \( p(x) = 1/Z \exp \left(-E(x)/T\right) \), where \( T \) is temperature, and energy function \( E(x) = \sum_C V_C(x_C) \). \( V_C(x_C) \) is called \textit{clique potential} and is chosen in practice to favour certain local spatial dependencies, e.g. to encourage smoothness. \( Z \) is a normalization constant called partition function. In belief propagation literature it is common to consider the joint distribution between observations \( y \) and labels \( x \), which can be under certain simplifying assumptions [1] written as:

\[
p(x, y) = \frac{1}{Z} \prod_{i,j} \psi_{ij}(x_i, x_j) \prod_i \phi_i(x_i, y_i),
\]

where \( \psi_{ij}(x_i, x_j) \propto \exp(-V_{ij}(x_i, x_j)) \) denotes the statistical dependency between pairs of neighbouring hidden nodes (so called pairwise MRF) and \( \phi_i(x_i, y_i) \) models relationship between observed and hidden node and is

\begin{figure}[h]
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\caption{A square lattice of observed nodes \( y_i \) (filled circles) and hidden nodes \( x_i \) (empty circles). A pairwise MRF with the first-order neighbourhood is imposed on the hidden nodes. The edges indicate pairwise cliques.}
\end{figure}
called local evidence. It usually stands for a conditional probability of an observed node given the value of the hidden node, \( \phi_i(x_i, y_i) = p(y_i | x_i) \), and it is determined by the knowledge of the reconstruction mechanism or by learning.

2.2. Inference

The goal of Bayesian inference in MRFs is to estimate the underlying image \( \mathbf{x} \) given the observed data \( \mathbf{y} \) and a certain optimization criterion. Often, the criterion is to maximize the posterior probability \( p(\mathbf{x} | \mathbf{y}) \propto p(\mathbf{y}|\mathbf{x}) \cdot p(\mathbf{x}) \) with respect to \( \mathbf{x} \), i.e., to compute MAP estimates. The exact inference is NP-hard, except for some special classes of problems. However, there exist a number of approximate inference algorithms that deal with this problem, as stated earlier in Section 1. Each of these has different performance in terms of quality and speed which also depends on the model being used.

2.2.1. Belief propagation

We will focus in this work on the version of the LBP algorithm called max-product LBP that produces maximum a posteriori (MAP) estimates. For more detailed view, see for example [21]. The central concept of the algorithm is the message defined with the message update rule as:

\[
m_{ij}(x_j) = \alpha \max_{x_i} \psi_{ij}(x_i, x_j) \phi_j(x_j, y_j) \prod_{k \in \partial i, k \neq j} m_{ki}(x_i)\]

where \( \alpha \) is a normalization constant. These messages are computed at each node and are sent to all its neighbours. Therefore, by performing local computations, the information is propagated through the graph. Message update is conducted iteratively until convergence.

The second important term in LBP is belief which is computed for each node after convergence of messages by the following equation:

\[
b_i(x_i) = a \phi_i(x_i, y_i) \prod_{k \in \partial i} m_{ki}(x_i),
\]

which says that the value of node’s belief depends on its local evidence and on the product of all incoming messages into the node. Beliefs actually approximate a posteriori probability of nodes. Therefore, in order to compute MAP estimates, at each node the label is chosen to maximize belief at that node:

\[
\hat{x}_i = \arg \max_{x_i} b_i(x_i).
\]

In recent years various modifications of the original LBP algorithm appeared that attempt to correct some of its disadvantages. Firstly, it has been reported that LBP has poor performance for graphs with many short loops and weak evidence [12] in the sense that approximate beliefs are far from the exact ones and even that MAP estimates are incorrect. Generalized belief propagation (GBP) [22] has been proposed as solution. Here messages are exchanged between groups of nodes because those are believed to be more informative. The second modification is the tree-reweighted max-product algorithm [20] that is guaranteed to produce correct MAP estimates under certain condition. It starts from dividing the graph into a set of trees so that each edge belongs to at least one tree. Then a probability distribution over trees is chosen and each edge is given some coefficient depending on the probability that a tree contains that edge given that it contains a corresponding node. The definition of a message is then slightly modified by the introduction of this coefficient. There is also an improved version of the original algorithm, called sequential tree-reweighted message passing [8], that is guaranteed to converge. We only mention these algorithms for completeness and we do not treat them further since our approach does not build upon them.

2.2.2. Iterated conditional modes

ICM is a simple, greedy inference method aiming at approximate MAP estimates. It starts from an initial estimate and then visits the nodes in some predefined order. While the true MAP estimate would maximize the posterior probability \( p(\mathbf{x}|\mathbf{y}) \), in case of ICM, in each iteration the new estimate \( \hat{x}_i \) at each node \( i \) maximizes the conditional probability given the evidence \( \mathbf{y} \) and the current estimation \( \hat{\mathbf{x}}_{\mathbf{S} \setminus i} \) elsewhere:

\[
\hat{x}_i = \arg \max_{x_i} p(x_i | \mathbf{y}, \hat{\mathbf{x}}_{\mathbf{S} \setminus i}).
\]
Using $p(x_i|y, \hat{x}_n)$ from [1], it follows:

$$\hat{x}_i = \arg \max_{x_i} \phi(x_i, y_i)p(x_i|\hat{x}_n).$$ (6)

For pairwise MRF, which is most often used, the ICM estimate becomes:

$$\hat{x}_i = \arg \max_{x_i} \phi(x_i, y_i) \exp \left( -\sum_{k \in \partial i} V_k(x_i, \hat{x}_k) \right).$$ (7)

Therefore, ICM reduces the spatial-context information to the number of estimated labels of each type within the neighbourhood. Once all the nodes are visited, one iteration is finished. The procedure is repeated until convergence which is guaranteed to exist and in practice is very fast. However, only local maximum is reached and results highly depend on the initial estimate.

### 2.2.3. Iterated conditional expectations

To overcome some of the limitations of ICM, iterated conditional expectations (ICE) algorithm was introduced [13]. Initially, ICE was developed for pairwise MRF model in image segmentation applications and later was applied to image restoration [23].

ICE transforms the discrete problem of ICM into a continuous one by assigning labels only at the end of the algorithm. In the meanwhile, approximate a posteriori probabilities of labels, which we denote as $p_i(x_i)$, are updated. The ICE update rule for pairwise MRF is then defined as

$$p_i(x_i) \propto \phi(x_i, y_i) \exp \left( -\sum_{k \in \partial i} p_k(x_k)V_k(x_i, x_k) \right).$$ (8)

After a given stopping criterion (convergence or a pre-defined number of iterations), the labels are chosen so to maximize these approximate posterior probabilities:

$$\hat{x}_i = \arg \max_{x_i} p_i(x_i),$$

By comparing this estimate with the equivalent one for ICM from (7), it can be seen that the product $p_k(x_k)V_k(x_i, x_k)$ replaces the term $V_k(x_i, \hat{x}_k)$ from the ICM estimator. This means that ICE consults all labels of a neighbouring node and makes the decision based on their posterior probability and pairwise potentials whereas ICM takes into account only the pairwise potentials derived from the fixed neighbouring labels. Note that the product $p_k(x_k)V_k(x_i, x_k)$ represents matrix multiplication where $p_k(x_k)$ is a vector of posterior probabilities of all labels $x_k$ of the node $k$ and $V_k(x_i, x_k)$ is a matrix of pairwise potentials for all possible combinations of labels $x_i$ and $x_k$ of two (neighbouring) nodes $i$ and $k$. Despite its potential, this method is much less known than ICM in image processing community and usually neglected in recent papers.

### 3. Neighbourhood-consensus message passing

Our idea is to simplify LBP algorithm and make it better suited for networks with huge number of nodes and short loops. In this situation, messages are unable to convey the necessary information globally throughout the graph. The solution can be to observe a larger neighbourhood but then the speed and the practicality become an issue. Our approach is to observe the neighbourhood as a whole entity rather than a set of nodes that
individually send messages to the central node like LBP does (Fig. 3(a)). ICM also consults the whole neighbourhood, but using the labels that are fixed in each iteration (Fig. 3(b)), thus neglecting any confidence regarding their estimation. We aim at finding the compromise between these two.

To derive the new algorithm, we start from interpretations of two basic terms in LBP: message and belief. The message \( m_{ij}(x_i) \) should express the support of the sending node \( i \) for each label of the receiving neighbouring node \( j \). In LBP this support depends on local evidence, pairwise potential between the two nodes and incoming messages from other nodes (equation (2), Fig. 2(a)): \( m_{ij}(x_i) = f(\phi_i, V_{ij}, m_k) \), where \( \forall k \in \partial i : k \neq j \). This message is computed for each edge, i.e. each pair of nodes, and in each direction separately. Therefore, while computing messages, neighbourhood is not observed as one complete entity.

Our idea is to consult all neighbours of a node at once in order to make a decision about its label. ICM achieves this in a simple manner: just by counting the labels of each kind that are already fixed within the neighbourhood (Fig. 3(b)). If we look at ICM as a rather simple version of message passing, then support for the labels of a central node consists of estimated labels of neighbouring nodes. It is hidden in the term \( p(x_i|\hat{x}_\beta) = \exp\left(-V_{i\partial i}(x_i, \hat{x}_{\partial i})\right) \) (equation (6)) which can be viewed as a joint message that the neighbourhood sends to the central node. This way we could depart from pairwise interactions to potentially gain more freedom in defining spatial dependencies of the nodes.

The second term in LBP is node’s belief \( b_i(x_i) \), which can be interpreted as the confidence of a node about its labels. The belief depends on the local evidence and on incoming messages into the node (equation (3), Fig. 2(b)): \( b_i(x_i) = f(\phi_i, m_\alpha) \), where \( k \in \partial i \). For ICM, this belief is equal to one since it greedily estimates the label at each iteration being completely confident about it. This is an obvious limitation. We wish to form the messages based on the ”voting” of neighbouring labels and their beliefs, in the fashion of ICE. The ICE algorithm will be a particular instance in our general approach to neighbourhood-consensus message passing (NCMP).

### 3.1. NCMP framework

The main underlying idea of our work is to propagate belief through the graph by sending a single joint message to each node from its whole neighbourhood. We define a joint message from neighbourhood \( \partial i \) to node \( i \) as a function of neighbourhood potential \( V_{i\partial i}(x_i, x_{\partial i}) \) and neighbourhood belief \( b_{\partial i}(x_{\partial i}) \) (Fig. 3(c)):

\[
m_{i\partial i-i}(x_i) = \exp\left(-\sum_{C \in \partial i} b_{C\setminus i}(x_{C\setminus i}) V_C(x_C)\right).
\]

Note that if \( \#\partial i = N \) and \( x_k \in \{1, \ldots, L\} \), there are \( L^N \) possible label combinations for the set \( x_{\partial i} \). Neighbourhood potential is usually defined in MRF theory as sum of clique potentials \( V_C(x_C) \) within a given neighbourhood [10]. With this definition, the joint message in equation (10) becomes:

\[
m_{i\partial i-i}(x_i) = \exp\left(-\sum_{C \in \partial i} b_{C\setminus i}(x_{C\setminus i}) V_C(x_C)\right).
\]

\( b_{C\setminus i}(x_{C\setminus i}) \) is clique belief, where \( C\setminus i \) denotes a set of all nodes in \( C \) except the central node \( i \). In this manner, the message \( m_{i\partial i-i}(x_i) \) represents a unified opinion of the neighbourhood \( \partial i \) regarding the labelling of the central node \( i \). Further on, in analogy to the classical belief definition from equation (3), we define node belief:

\[
b_i(x_i) = \alpha \phi_i(x_i, y_i) m_{i\partial i-i}(x_i),
\]

where \( \alpha \) is a normalization constant because beliefs have to sum up to one. Note that in this formulation, instead of separate messages from each neighbouring node in (3), now one joint message per neighbourhood affects the value of belief. In case of pairwise cliques, clique belief \( b_{C\setminus i}(x_{C\setminus i}) \) from (11) reduces to node belief defined in (12). In general, for cliques containing more than two sites, we average the beliefs from (12) of the corresponding nodes:

\[
b_{C\setminus i}(x_{C\setminus i}) = \beta \sum_{k \in C\setminus i} b_k(x_k),
\]

where \( \beta = \frac{1}{|C\setminus i|} \).

By comparing (11) and (12) with (8), we can see that NCMP represents a generalization of ICE in addition to...
3.2 Weighted iterated conditional modes

So far we have defined NCMP algorithm by placing ICE in the context of message passing algorithms and generalizing it beyond the pairwise MRF. Now we introduce a simplified version of NCMP where we retain the discrete nature of ICM by assigning labels to nodes at each iteration while propagating additional information which is the uncertainty of that assignment. This scheme is much simpler and can be of special interest when working with large neighbourhoods. The message is now defined as an alternative to (11) as:

\[ m_{\partial i \rightarrow x_i} = \exp\left(-\sum_{C \subseteq \partial i} b_{C \rightarrow i} V_C(x_i, \hat{x}_C)\right) \tag{14} \]

\[ \forall k \in \partial i : \hat{x}_k = \arg \max_{y_k} \phi_k(x_i, y_k) m_{\partial k \rightarrow \partial}(x_k). \tag{15} \]

Note that in equation (14) labels of neighbouring nodes are already set to the value that maximizes posterior probability forming that way a part of the joint neighbourhood message. The other part of the message is clique belief \( b_{C ightarrow i} \) that still has an interpretation of a confidence of a clique about labels of its nodes. However, that belief now has a single value computed as maximum of approximation of a posteriori probability:

\[ b_k = \max_{\hat{x}_k} \phi_k(x_i, y_k) m_{\partial k \rightarrow \partial}(x_k). \tag{16} \]

We call this algorithm weighted iterated conditional modes (WICM) because we add weights to clique potentials in the form of belief (see Fig. 3(d) for graphical representation). WICM is a simple modification of ICM that falls into the category of message passing. It follows the idea of NCMP while retaining the simplicity of ICM, especially when it comes to generalization beyond pairwise potentials. However, certain loss of information occurs in comparison with general NCMP due to sampling, i.e. choosing labels in each iteration, making that way a trade-off between complexity and qualitative performance.

For all the above mentioned algorithms, we have to make the following remark. There are two possible update schemes: parallel and sequential. For discrete algorithms, ICM and WICM, sequential approach updates the labels as nodes are being visited, while in parallel case all labels are updated at once at the end of each iteration. In the continuous case, i.e. LBP and NCMP, sequential approach uses messages and beliefs, respectively, calculated in the current iteration and parallel scheme uses that data from previous iteration. Both schemes have certain disadvantages: the former produces directional effects due to the scan order and the latter is prone to oscillations and therefore unable to converge [1]. We choose the parallel scheme because we are not concerned with convergence properties in our example applications.

4. Experiments and results

In this section we present a few example applications that illustrate the potentials of the proposed approach. We consider both binary and multi-label MRFs with second and first-order neighbourhoods. For comparison with GC [4, 9, 3] and LBP [19], we used the code available at http://vision.middlebury.edu/MRF/ that accompanies comparative study [18].

4.1 Noise removal from a binary image

In this example, the goal is to remove noise from an observed noisy image \( y \) whose pixel values are \( y_i \in \{-1, 1\}, \forall i \in S \). We assume that the image is obtained by randomly flipping the sign of certain percent of pixels in a noise free image \( x \), \( x_i \in \{-1, 1\}, \forall i \in S \). The correlation between the observed and hidden nodes is \( \phi_i(x_i, y_i) = \exp(\eta x_i y_i) \), where \( \eta \) is a positive constant. The spatial correlation of hidden nodes that favours clustering of the labels of the same type is modelled by an Ising MRF with \( \psi_{ij}(x_i, x_j) = \exp(-V_{ij}(x_i, x_j)) \), where \( V_{ij}(x_i, x_j) = -\gamma x_i x_j \) and \( \gamma \) is a positive constant. This is

being the novel message passing setting. Due to this generalization, we are not limited to pairwise interactions. Generalization gives room for improvement of the spatial prior by, for example, defining special clique potentials on redefined cliques within the neighbourhood or by using higher-order MRFs. We will illustrate advantages using oriented sub-neighbourhoods as in Fig. 4(a). These oriented sub-neighbourhoods can better model edges in different directions and retain the homogeneity of the structure.

Like in ICM, we need to start from some initial configuration. In practice, we form the initial mask by maximum likelihood estimation, \( \hat{x}_k = \arg \max_{x_k} \phi_k(x_i, y_i) \), and then we initialize belief of each node by setting it to the value that favours the label of that node in the initial mask. After initialization, algorithm runs through iterations until some stopping criterion is satisfied or until the specified number of iterations is reached.

In this example, the goal is to remove noise from an observed noisy image \( y \) whose pixel values are \( y_i \in \{-1, 1\}, \forall i \in S \). We assume that the image is obtained by randomly flipping the sign of certain percent of pixels in a noise free image \( x \), \( x_i \in \{-1, 1\}, \forall i \in S \). The correlation between the observed and hidden nodes is \( \phi_i(x_i, y_i) = \exp(\eta x_i y_i) \), where \( \eta \) is a positive constant. The spatial correlation of hidden nodes that favours clustering of the labels of the same type is modelled by an Ising MRF with \( \psi_{ij}(x_i, x_j) = \exp(-V_{ij}(x_i, x_j)) \), where \( V_{ij}(x_i, x_j) = -\gamma x_i x_j \) and \( \gamma \) is a positive constant. This is
a very simple example of MRF application but is typical of more sophisticated applications and very convenient for result comparison.

The performance of the algorithm is illustrated on a binary image from [2]. The noisy version is obtained by randomly flipping 10% of the pixels in a noise free image. Denoising result depends on the value of the parameters  and . The only significant noise reduction is obtained for  and , second-order neighbourhood and maximum of 500 iterations, shown in Fig. 5. It is obvious that ICM gives by far the worst result because it quickly gets trapped in the local optimum. While its performance improves on smaller images (see later Table 1), on this large image it fails completely. The proposed methods, on the contrary, work well in this case and give comparable results with the state-of-the-art methods GC and LBP. GC method gives the optimal solution for the energy function on binary MRF in only one iteration, which makes it the fastest method, but some errors in pixel-labelling are noticeable, e.g. the letter e in the second row. Finally, if we compare the two proposed methods, WICM yields slightly poorer results than NCMP because of isolated dots in the background, while still outperforming ICM.

We can also measure the quantitative performance by comparing the percentage of misclassified pixels with the original. For the above mentioned parameters, the percentage of misclassified pixels is 0.3679% for NCMP and 0.4176% for WICM compared to 6.3027% for ICM and 0.4255% for LBP. GC method yields an optimal solution of the overall best quality with only 0.3423% misclassified pixels, although visually the result of LBP and NCMP would probably be preferred (see Fig. 5). Other parameter values give significantly poorer results for all methods.

In terms of speed, our method is slower than GC because of multiple iterations, but it is faster than LBP by an order of magnitude in addition to being simpler for implementation.

We also noted that the performance of all the methods depends on the size of the image being processed. The image on Fig. 5 is large in size, 1259x1703, so we also tested the performance on smaller images (80% and 50% of the original size). The results are summarized in Table 1. In general, for smaller images all the methods perform better and the difference in results of different methods becomes smaller.

### Table 1: Comparison of misclassified pixel percentage for different sizes of test image from Fig. 5 with parameters  and  

<table>
<thead>
<tr>
<th>% of the original size</th>
<th>ICM</th>
<th>GC</th>
<th>LBP</th>
<th>NCMP</th>
<th>WICM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>7.68</td>
<td>1.21</td>
<td>7.64</td>
<td>6.34</td>
<td>6.33</td>
</tr>
<tr>
<td>80%</td>
<td>0.36</td>
<td>0.07</td>
<td>0.23</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>50%</td>
<td>0.57</td>
<td>0.11</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

4.2. Detection of signal of interest in wavelet domain

Another example is detection of signal of interest, i.e. meaningful edge coefficients in noisy wavelet sub-
bands. As illustrated on Fig. 6, true edge coefficients cannot be detected by simply thresholding the noisy sub-band.

One solution is to encode prior knowledge about spatial clustering of edge coefficients using Ising MRF model [11, 15]. In this case, the labels of hidden nodes $x_i \in \{-1, 1\}$ represent absence and presence of signal of interest, respectively. Conditional likelihoods describe distributions of the magnitudes of wavelet coefficients given each label and we estimate these as described in [15]. Spatial information is given by the isotropic model with pairwise potentials $V_{id}(x_i, x_k) = -\gamma x_i x_k$ ($\gamma$ is a positive constant), that assigns a higher probability to edge continuity. We used the second-order neighbourhood. By performing inference on this model an edge map is obtained for each wavelet band that can be later used for subsequent processing in wavelet domain, e.g. for denoising.

The performance of inference algorithms LBP, ICM, NCMP and WICM on the noisy wavelet sub-band from Fig. 6 is illustrated on Fig. 7. The result was obtained for maximum of 20 iterations and $\gamma = 0.7$. Unlike in previous application from Sec. 4.1, we can see that here LBP performs poorly because it deletes most of the edges leaving the mask to be barely recognizable. On the other hand, ICM gives quite good results in this example, better than LBP. Both NCMP methods perform slightly better than ICM, yielding more consistent edges, with clearer boundaries and without interruptions. We also included the results of Metropolis sampler [10] that was originally used in [15]. The advantage of Metropolis sampler is that it estimates accurately the probabilities of each label, but in terms of the final binary mask its performance is similar to ICM. Finally, we tested GC on this model, but due to the way the model is defined, it gave no meaningful results, i.e. it recognized no signal of interest in the noisy wavelet sub-band.

Another advantage of the proposed methods and ICM in comparison with LBP, is that they can be directly applied to anisotropic models like those in Fig. 4. These models can be defined in such a way to further improve the results of edge detection. For example, in [15] the potential of sub-neighbourhood $p$ is defined as $V_{id}(x_i, x_k) = -\gamma x_i \sum_{k \in \partial p} x_k$ and potential of complete second-order neighbourhood is $V_{id}(x_i, x_k) = -\gamma x_i \max_{p}(\sum_{k \in \partial p} x_k)$. This choice of neighbourhood potential results from the following reasoning: label $x_i = 1$ should be assigned high probability if any of the sub-neighbourhoods indicates existence of a signal of interest, while label $x_i = -1$ is given preference if none of the sub-neighbourhoods has that indication.

The benefits of using the anisotropic model were already demonstrated in [15] using Metropolis sampler. In Fig. 8 we show that the performance of the proposed NCMP method also improves largely with this anisotropic model (denoted as NCMP-A). The same is true for ICM (denoted as ICM-A). These methods give also similar results to that of the Metropolis sampler (not shown here). LBP cannot be applied directly on this hierarchical, anisotropic model and its performance is thereby inferior in this case.

4.3. Image segmentation

Another application is segmentation of a noisy image: each pixel is assigned one label that represents the segment to which the pixel belongs. In the first experiment, we used a synthetic image with artificially added white zero mean Gaussian noise of standard deviation $\sigma$. Local evidence is then the Gaussian function with mean value equal to the pixel value in the non-degraded image and standard deviation $\sigma$. The pairwise potential is determined by the discontinuity preserving Potts model $V_{ij}(x_i, x_j) = KT(x_i \neq x_j)$, where $T()$ is one if its argument is true and zero otherwise.

The segmentation results for $\sigma = 20$, second-order neighbourhood, $K = 1$ and maximum of 50 iterations are shown on Fig. 9. ICM has the weakest performance leaving obviously misclassified areas. NCMP and WICM yield similar results to LBP. Although LBP converged in fewer iterations, it was still around five
times slower than NCMP. GC gave similar results to LBP and NCMP for the same setting.

In the second experiment, we apply the tested methods to the foreground/background segmentation from [16], where test image from Fig. 10 is used and a MRF with first-order neighbourhood. Again, our method outperforms ICM and yields a similar result to LBP in much shorter time. GC method gives the best result for this example in shortest time but note that its applicability is limited to special potential functions (see Sec. 4.4), while the proposed method is more general.

4.4. Super-resolution

For super-resolution example, we used the approach similar to [5]. The idea is to find a high-resolution (HR) patch from some candidate set for each position in the HR image so it best fits the neighbouring overlapping patches and the corresponding low-resolution (LR) patch from the input LR image. The candidate set is formed by finding \( k \) nearest neighbours in some set of LR patches of each input LR patch and taking their corresponding HR patches as candidate patches. The difference with [5] is that in our case the LR and HR patches are obtained from the input image itself, rather than some external database of images. Local evidence is taken to be the matching error, i.e. sum of squared differences, between starting LR patch \( o_p \) and found \( k \) nearest neighbours \( y_p^n \):

\[
\phi_p(y_p^n, o_p) = \exp(-||y_p^n - o_p||^2/2\sigma_R^2).
\]  

(17)

The pairwise potential is the error in the region of overlap \( R_{ov} \) of two neighbouring HR patches in the first-order neighbourhood:

\[
V_{ij}(x_i^n, x_j^m) = ||R_{ov}^{ij} - R_{ov}^{ij}||^2.
\]  

(18)

This problem is non-submodular [17] which makes it difficult for GC. In [17] its simplified binary form was used for comparison of different inference algorithms with the proposed modification of GC. Here we keep the original problem and compare the proposed method with LBP. Fig. 11 shows the cropped version of zebra image. On the left is the result of choosing the best match at each position, i.e. when no MRF modelling is applied. In the middle and on the right are the results of LBP and the proposed method, respectively. We can see that MRF modelling brings improvement and that our method performs equally well as LBP while being about ten times faster.

5. Conclusion and future work

In this paper, we propose a new inference method which generalizes iterated conditional expectations
within a message passing framework. Practically, this approach is a simple modification of ICM but formulated as message passing similar to that in LBP. We call this method neighbourhood-consensus message passing (NCMP) since a joint message is sent from the specified neighbourhood to the central node which enables information to propagate through the graph. Information consists of beliefs of neighbouring nodes as confidence measure of their own labels. On the one hand, ICM is improved by adding additional information, and on the other hand, working with a whole neighbourhood is facilitated in comparison with LBP. Additionally, we develop a simplified version of NCMP, called weighted iterated conditional modes (WICM), to overcome potential difficulties while working with larger neighbourhoods. Results on different example applications show that the proposed methods outperform ICM, while giving comparable or, in some cases, even favourable results in comparison with LBP in much shorter time. Future work will focus on investigating the benefits of the proposed method for higher-order MRFs.
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Figure 9: Cropped version of synthetic image. Top: noisy image, ground truth and result of ICM. Bottom: results of LBP, NCMP and WICM.
Figure 10: Binary segmentation of the flower image. Top: user data and result of ICM. Bottom: result of GC, LBP and NCMP.

Figure 11: Cropped version of zebra image 2x magnification. From left to right: best match result, MRF result with LBP as inference method, MRF result with NCMP as inference method.